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Abstract

Climate change is one of the largest challenges humanity has to cope with today. Earth-orbiting satellites and other technological advances have enabled scientists to see the big picture, collecting many different types of information about our planet and its climate on a global scale. Data collected over many years reveals the signals of a changing climate. Europe and the northern hemisphere are warming at a faster pace than the global average. Europe's Atlantic-facing countries are predicted to suffer heavier rainfalls, greater flood risk and more severe storm damage according to the most comprehensive study of Europe's vulnerability to climate change. National Aeronautics and Space Administration (NASA) and National Oceanic and Atmospheric Administration (NOAA) confirmed that 2016 had broken the record for the hottest year ever previously held by 2015, which had itself broken the record that had been held by 2014. According to a climate change report from 2014, global sea level rose about 20 centimetres in the last century. The rate in the last two decades, however, is nearly double that of the last century. Moreover, in the last years a surprisingly large number of major floods happened around the world, which suggests that floods may have increased and will continue to increase in the near future.

Modern science in combination with the latest simulation technologies can help to understand the cause and the impact of the adverse phenomena related to climate change. Moreover, we can exploit our knowledge and simulation tools to prepare response measures which aim at reducing the risk associated with flood events. Today, a lot of effort is put into making flood simulations faster and more accurate to increase both computational efficiency and fidelity of the results. The aim of this thesis is to provide an efficient and robust simulation tool for large-scale flood simulations that can be used to support decision making. This goal is addressed by developing a new scheme for the shallow water equations (SWE), implementing it efficiently for graphics processing units (GPUs) and validating it on analytic, laboratory and real-world cases in comparison with other schemes.

Chapter I starts with a motivation for this thesis. This is followed by a general overview on fluid and flood simulations including the introduction of the SWE along with discretization methods for them. The next section gives a short insight into GPU architectures and justifies the suitability of the SWE for parallel computations on these devices. In the last section of the chapter the main goals of this thesis are explained.

In Chapter II, we propose a new two-dimensional numerical scheme named HWP, to solve the SWE. The HWP scheme is an enhanced version of a scheme by Kurganov and Petrova (KP), which aims to improve the solution in the presence of partially flooded cells. The presented scheme is well-balanced, positivity preserving, and handles dry states. Mass conservation is ensured by using the draining time step (DTS) technique in the time integration process, which guarantees non-negative water depths. Unlike the KP scheme, our technique does not generate high velocities at the dry/wet boundaries, which are responsible for small time step sizes and slow simulation runs. We prove that the new scheme preserves "lake at rest" steady states and guarantees the positivity of the computed fluid depth in the partially flooded cells. We compare the new scheme, along with the KP scheme, against the analytical solution for a parabolic basin and show the improved simulation performance of the new scheme for two real-world scenarios.
Chapter III presents a new GPU implementation for the HWP and KP schemes on Cartesian grids. Previous implementations are not fast enough to evaluate multiple scenarios for a robust, uncertainty-aware decision support. To tackle this, we exploit the capabilities of the NVIDIA Kepler architecture and the new shuffle instructions. The KP scheme is simpler but suffers from incorrect high velocities along the wet/dry boundaries, resulting in small time steps and long simulation run-times. The HWP scheme resolves this problem but comprises a more complex algorithm, that represents an extra burden on the GPU. Here, an efficient and novel shuffle-based implementation is presented for both schemes. Moreover, a performance comparison is provided, in which we compare shuffle-based implementations with pure shared memory versions. The correctness and performance is validated on real-world scenarios.

In Chapter IV an exhaustive comparison and validation is performed and presented, which contains important use cases essential for developers and practitioners working with flood simulation tools. We discuss three state-of-the-art shallow water schemes, one by Kurganov and Petrova (KP), its successor by Horváth et al. (HWP), and our two-dimensional extension of the scheme by Chen and Noelle (CN). We analyse the advantages and disadvantages of each scheme on an extensive list of scenarios including several analytical and laboratory cases as well as a representative set of three historical floods. To enable the real-world studies, we address the implementation of the required boundary conditions (BCs), such as wall BCs, discharge BCs and water level BCs.

Chapter V contains a summary and the findings presented in this thesis, which advance the knowledge in simulating floods using the SWE on GPUs. The new HWP scheme tackles the non-physical velocities that appear along the dry/wet boundaries. This not only improves the numerical accuracy, but allows for faster simulation since there are no high velocity spots that act as a limiting factor on the time step sizes. Furthermore, an efficient GPU implementation is presented with focus on the reduction of the computational burden introduced by the HWP scheme. Finally, the validation cases give a comprehensive overview of three SWE schemes and reveal their strengths and weaknesses under various conditions. We observe that the KP and HWP schemes are more accurate than the CN scheme in some cases, however, in other cases they suffer from non-physical oscillations. Overall, good agreement is observed for all case studies rendering the presented shallow water schemes suitable for flood management applications.
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Chapter I

Introduction
Floods are one of the main natural disasters responsible for human life losses and economic damages worldwide. There has been a surprisingly large number of major floods in the last years around the world \cite{2}, which suggests that floods may have increased and will continue to increase in the next decades \cite{3}. The impacts of large-scale floods are rising mainly due to socio-economic development. Their frequency and intensity are showing signs of increase also due to climate change, as seen in the pan-European floods of 2002 and 2013 \cite{4}. The European Community (EC) countries estimated that in the 1970-2006 period the average annual flood loss was about 4 billion dollars \cite{5}. The ClimateCost project \cite{6} estimates that, without improving the existing flood defense systems, the expected damages in 2050 will be worth 46 billion Euro/year (for the 27 countries of the European Union) with about 170,000 people being involved each year.

Flood risk assessment is of key importance in minimizing damages and economical losses caused by flood events. Studies on the impact of the climate change show that some regions in Europe are prone to rise in flood frequency. Northern and north-eastern parts of Europe \cite{7} are highly affected areas and at a continental level 18.7 \% of the territory is exposed to high flood hazard \cite{8}. The first step in flood risk studies is the identification of flood prone areas \cite{9}. This requires the implementation of hydrodynamic models that enable one to quantify the evolution of a flood and its hydraulic representative variables, e.g., water level and velocity \cite{10}. Results of these models provide information to derive hazard maps which usually show potential flood extent, water height and sometimes velocity for predefined low, medium and high probability levels.

![Figure 1.1: Large-scale simulation of the 2013 June Danube flood in the Wachau valley in Austria, computed and visualized using the Visdom framework.](image-url)

Floods differ by the processes that produce them \cite{3}. One can distinguish between several types of floods, such as, coastal floods, river floods, dam breaks, flash floods, just to name a few. Here we focus mainly on river floods (see Figure 1.1), which occur along small or big rivers and are usually triggered by rainfalls, sometimes in combination with snow-melt. Modern science in combination with the latest simulation technologies can help to understand the cause and the impact of these phenomena. Moreover, we can exploit our knowledge and simulation tools to prepare response measures which aim at reducing the risk associated with flood events. Today, a lot of effort is put into making flood simulations faster and more accurate to increase both computational efficiency and fidelity of the results.
1 Flood Simulations

We start with a brief overview of the techniques dealing with fluid simulations in general. In order to calculate the temporal evolution of fluids one has to solve the Navier-Stokes equations (NSE), which describe the motion of fluid substances. In flood simulations, where the water is in liquid form, NSE for incompressible flows are used [11]. Due to their complexity, the NSE are usually transformed into simpler forms by neglecting some properties, e.g., viscosity, vertical velocity, that are not important for the given problem. In order to solve the NSE, one has to use computational fluid dynamics (CFD). CFD provide a qualitative and quantitative prediction of fluid flows by means of mathematical modelling, numerical methods (discretization techniques), software tools (solvers, pre- and post-processing utilities). CFD enable scientists and engineers to perform numerical experiments by doing computer simulations. Traditionally, engineers use various techniques, like finite volume methods (FVMs), finite difference methods (FDMs), or finite element methods (FEMs) to solve the involved partial differential equations (PDEs).

Shallow Water Equations

In this work, we focus on the shallow water equations (SWE) and their numerical models, discretized on structured uniform grids, which serve as a basis for all simulations. The SWE, also called the Saint–Venant (SV) equations, are a set of hyperbolic PDEs if viscous and turbulent terms are neglected, which describe the flow of a fluid under certain assumptions. They were first introduced in 1871 by the French engineer Adhémar Jean Claude Barré de Saint Venant [12]. The underlying assumption is that the fluid flow is shallow, i.e., the horizontal length scale is greater than the vertical depth. The SWE can be derived by depth averaging the NSE and the continuity equation [11]. The flow is driven by a gravity-induced acceleration due to the slope of the free surface and the bathymetry. This criteria applies to many situations in hydrology and fluid dynamics, where the SWE are widely used. They can model various physical phenomena accurately, such as tsunamis, dam breaks, levee breaches or inundation, and provide also satisfactorily results for flood simulations regarding wave arrival times and flows velocities. For hyperbolic PDEs, the domain of dependence is always a bounded set, which means we can solve the system using an explicit scheme, since the waves travel at a finite speed. In addition, these properties make the explicit schemes particularly well suited for parallel architectures, such as modern graphics processing units (GPUs), which is also one of the key points of this work. For the sake of brevity, we refer the reader to Chapter II for a more comprehensive description of the SWE.

Lagrangian and Eulerian Discretization Methods

The most common techniques used to numerically approximate the solutions of the given equations are grid-based (Eulerian) simulations [13] and particle-based (Lagrangian) simulations [14].

First, we discuss the Eulerian or grid-based (mesh-based) description of the fluid flow for FVMs, which divides the domain into a number of control volumes. Each control volume is represented by a cell of the grid of the discretized domain. All flow properties are evaluated at specific points of the underlying simulation grid [15, 16, 17, 18, 19]. Cell-centered methods evaluate the physical quantities at the cell midpoints as cell averages, while in node-centered methods the physical quantities are evaluated as exact values at the grid point or cell vertices [20]. When discretizing the SWE other methods might be used as well, e.g., FEM or FDM. Typically the FEM divides the domain of the problem into a collection of cells, with each cell represented by a set of element equations to the original problem, followed by systematically recombining all sets of element equations into a global system of equations for the final calculation [21]. The FDM works by approximating the differential equations with difference equations, where the finite difference
is like a differential quotient, except that it uses finite quantities instead of infinitesimal ones [22]. There are two main types of grids that are used in this representation, structured (regular) and unstructured (irregular). Both grid types have their benefits and drawbacks. Models defined on unstructured grid are more flexible when there is a need to follow a curve or structures, like buildings and walls [23]. Another important feature is that adaptive mesh refinement (AMR) comes implicitly for unstructured grids. Nevertheless, quad-tree based approaches exist also for the regular grids [24, 25], where each cell can be recursively subdivided or refined into four smaller ones - according to refinement criteria (velocity, bathymetry steepness variance, etc.) - until the desired resolution is reached. Even though irregular grids are very powerful because of the aforementioned features, they are not as suitable for parallel computations as grids with regular layout. The unstructured property of the simulation grid introduces some overhead that limits the computational performance due to multiple reasons, i.e., evaluation of trigonometric functions, higher branch divergency, uncoalesced memory reading and writing, and more burden on the memory bandwidth due to the structural information. When structured grids are used, parallel implementation becomes simpler and they have the advantage of lacking a time-consuming mesh generation. However, proper modelling of buildings and walls might need a special treatment, e.g., AMR [24, 26] or cut-cells methods [27, 28], if they are not aligned with with the main axes of the simulation grid.

Now, we shortly describe the particle based-simulations. A commonly used representative for the particle-based approach is the smoothed particle hydrodynamics (SPH) method. SPH is a Lagrangian mesh-free (mesh-less) method, where the coordinates move with the fluid. It was developed and introduced by Gingold and Monaghan [29] and Lucy [30] initially for astrophysical problems, but it has been heavily used in many fields of research, including fluid simulations. The SPH method works by dividing the fluid into a set of discrete elements, referred to as particles. The SPH method is extensively used in fluid simulations in general, and it is getting more attention lately also in flood simulations using the SWE [31, 32]. One major benefit of the SPH methods is that they provide more accurate solutions to moving and deforming boundaries compared to grid-based methods. However, there are multiple reasons that restrict their wider application. Most of the existing models have problems to fulfil the well-balanced property [33]. To overcome this problem, [34] recently reported a corrected SPH SWE model to provide well-balanced solutions for simulating complex shallow flows. Furthermore, they are too slow for time-critical applications as they require many-many particles, especially in urban environments with buildings, walls and other hydraulic structures that need high resolution. Computations of such simulations take between days and weeks, even more so if multiple scenarios are involved. Therefore, accurate prediction of urban inundations is still beyond the capability of most of the existing SPH models. For more information about SPH related methods and techniques we refer the reader to other works [35, 36, 37].

2 Parallel Computing on GPUs

GPUs were initially designed to accelerate computer graphics, namely updating the color of each pixel on the computer screen many times per second. This is an embarrassingly parallel task, which maps very well to stencil computations. GPUs went through an extensive evolution over the past decade. Nowadays, they are known as a very powerful tool which is used in the fastest supercomputers. These GPUs are widely used by the scientific computing community to solve various problem, e.g., to simulate blood flow, forming of the galaxies, climate models, or as in our case simulate floods. Today, GPUs are found in nearly every desktop and laptop computer, and they are used in supercomputers to accelerate computations.

One can pick from many frameworks, languages and standards when it comes to parallel programming on GPUs. The most common ones are CUDA, OpenCL, C++ AMP, OpenMP, and OpenACC. CUDA is a parallel computing platform and application programming interface (API)
model created by NVidia. It allows software developers and software engineers to use a CUDA-enabled GPUs for general purpose computing. The CUDA platform is a software layer that gives direct access to the GPU’s virtual instruction set and parallel computational elements, for the execution of compute kernels. Open Computing Language (OpenCL) is a more general framework for writing programs that execute across heterogeneous platforms consisting of central processing units (CPUs), GPUs, digital signal processors (DSPs), field-programmable gate arrays (FPGAs) and other processors or hardware accelerators. C++ Accelerated Massive Parallelism (C++ AMP) is a native programming model that contains elements that span the C++ programming language and its runtime library. It provides an easy way to write programs that compile and execute on data-parallel hardware, such as GPUs. C++ AMP is a library implemented on DirectX 11 and an open specification from Microsoft for implementing data parallelism directly in C++. OpenMP (Open Multi-Processing) is an API that supports multi-platform shared memory multiprocessing programming in C, C++, and Fortran. It consists of a set of compiler directives, library routines, and environment variables that influence run-time behaviour. OpenACC (for open accelerators) is a programming standard for parallel computing. The standard is designed to simplify parallel programming of heterogeneous CPU/GPU systems. Like in OpenMP, the programmer can annotate C, C++ and Fortran source code to identify the areas that should be accelerated using compiler directives and additional functions.

From this point on, we refer to NVidia GPUs and CUDA if not explicitly stated otherwise. The major difference between the CPUs and GPUs is that, GPUs have a parallel architecture that emphasizes executing many concurrent tasks slowly, rather than executing a single one very quickly. On a GPU, parallel tasks are called threads. These are scheduled and executed simultaneously in groups referred to as warps. One warp contains 32 threads, which is the number of threads effectively processed in parallel by one CUDA streaming multiprocessor (SM). GPUs have many SMs running in parallel to increase the effective parallelism. Each SM has its own resources, such as, cores, shared memory, registers, LD/ST units, warp schedulers, etc. SMs execute multiple groups of warps by switching between. Furthermore, threads are organized into larger structures called blocks, and blocks are organized into grids [38, 39]. Figure 1.2 shows a schematics of the CUDA thread execution model of a conceptual 2D grid. In order to achieve peak performance on a GPU one should always strive maximizing the occupancy by optimizing the resource usage and hiding various sources of latencies by feeding the device with enough work.

![Figure 1.2: Schematics of the CUDA thread execution model for a conceptual 2D problem.](image)

As mentioned above, our primary interest lies in flood simulation using SWE, which are a set of hyperbolic PDEs, thus have a bounded set as a domain of dependence and they can be solved by explicit numerical schemes. Due to this property, explicit schemes typically rely on stencil computations, making them inherently parallel, and therefore a near perfect match for GPUs. Such schemes have an obvious and natural parallelism in the sense that each grid cell can be processed independently of its neighbours. In these schemes very little global communication is needed in the computational domain to advance the solution forward in time. Therefore, they are ideal to exploit the GPU’s parallel nature and to be solved efficiently on it [25, 40, 41, 42, 43]. Unfortunately, a thorough introduction into high performance computing (HPC), GPU architectures and parallel computing on GPUs is beyond the scope of this work. Hence we refer the reader to the scientific literature [38, 39, 44, 45, 46]. More about the implementation of shallow water schemes on GPUs can be found in Chapter III.
3 Aim of the thesis

The aim of this thesis is to develop a robust and integrated flood simulation system capable of simulating real-world large-scale floods in real-time to support flood managers in decision making. An emphasis is put on the numerical stability of the delivered solutions, which is crucial for the users. Flood simulation systems often suffer from stability issues, that can significantly prolong the decision making process. Users have to adjust and tune the simulation parameters until a stable set-up is found, for which multiple simulation runs are needed. Another drawback of these systems is that they are not fast enough to deal with multi-dimensional (multi-parameter) ensembles of high resolution meshes where large-scale scenarios are simulated [47]. Ensemble simulations are of key importance in designing uncertainty-aware protection plans for various flood scenarios. In this work, our goal is to develop and implement a scheme for the SWE that is numerically stable, not only from the simulation point of view, but also from the physical point of view. This means, it should be possible to perform long run simulations (weeks, months) without a slow down due to numerical issues and the scheme should not produce non-physical states, like high velocities along the dry/wet boundaries. Moreover, the implemented solver has to be fast enough to deal with multi-dimensional ensembles for decision making in a reasonable time. All schemes in this work are implemented and optimized for parallel execution on NVidia GPUs using the CUDA toolkit and integrated into the simulation and visualization framework called Visdom [48].

The thesis consists of five chapters of which three chapters are based on manuscripts that have been published in or submitted to scientific peer-reviewed journals. Chapter I provides the motivation of this work along with a general introduction into flood simulations and parallel computations on GPUs. In Chapter II, a new two-dimensional numerical scheme, named HWP, is presented. The HWP scheme aims to solve the SWE in the presence of dry/wet boundaries. This is achieved, by applying a new reconstruction technique and using the draining time step technique in the time integration process, which guarantees non-negative water depths, and tackles the non-physical high velocities of its former scheme. In Chapter III, a new implementation of two second-order numerical schemes of the SWE for GPUs is discussed. We focus on the schemes of Kurganov and Petrova (KP) and Horváth et al. (HWP). This chapter provides detailed information on how to optimize the KP and HWP schemes for peak performance using the Kepler shuffle instructions. In addition, we discuss performance and memory considerations of the most time-consuming and resource-intensive computational steps in our algorithm. In Chapter IV, a comprehensive comparison and validation is presented for three state-of-the-art shallow water schemes, one by Kurganov and Petrova (KP), its successor by Horváth et al. (HWP), and our two-dimensional extension of the scheme by Chen and Noelle (CN). Various validation cases are investigated, such as analytic, laboratory and real-world, where we address the implementation of the required boundary conditions (BCs), such as wall BCs, discharge BCs and water level BCs. Finally, Chapter V presents the main conclusions of this thesis and possible future works.
Chapter II

A Two-Dimensional Numerical Scheme of
Dry/Wet Fronts for the Saint-Venant System of
Shallow Water Equations

Zsolt Horváth, Jürgen Waser, Rui A. P. Perdigão, Artem Konev, Günter Blöschl

This chapter is based on a paper which is published in
Abstract

We propose a new two-dimensional numerical scheme to solve the Saint-Venant system of shallow water equations in the presence of partially flooded cells. Our method is well-balanced, positivity preserving, and handles dry states. The latter is ensured by using the draining time step technique in the time integration process, which guarantees non-negative water depths. Unlike previous schemes, our technique does not generate high velocities at the dry/wet boundaries, which are responsible for small time step sizes and slow simulation runs. We prove that the new scheme preserves "lake at rest" steady states and guarantees the positivity of the computed fluid depth in the partially flooded cells. We test the new scheme, along with another recent scheme from the literature, against the analytical solution for a parabolic basin and show the improved simulation performance of the new scheme for two real-world scenarios.

1 Introduction

The shallow water equations are of great importance in many application areas, such as flood [40], or tsunami simulations [49] in urban and rural areas, in which waves propagate with a horizontal length scale much greater than the vertical length scale ("shallow waves"). Floods may produce enormous economic damage and human casualties, which have been recently reported to increase due to a number of reasons [2, 50]. In order to minimize the adverse effects of floods, flood mitigation measures are needed, such as adjusting regional planning, constructing levees and polders, establishing evacuation plans, and issuing timely flood warnings once the flood is imminent. All of these tasks rely on accurate and fast simulations of the flood wave propagation based on the shallow water equations. In this paper, we are mainly interested in large-scale flood simulations, for which the main challenge is the simulation time (see Figure II.1).

In recent times, flood events have been reported to occur more frequently [2]. Moreover, their relation to climate change has been seen to embody emerging spatio-temporal features stemming from nonlinear landscape-climate dynamics [51]. These floods can contaminate the soil and our water sources, not to mention the human casualties and the financial costs of the caused damages. For this reason, we have to be well prepared and be able to act in time to minimize damages and losses. The shallow water equations serve as a fundamental and efficient tool for simulating floods and creating protection plans for such catastrophic events. Waser et al. [47] present an integrated solution based on the shallow water equations and on multidimensional, time-dependent ensemble simulations of incident scenarios and protective measures. They provide scalable interfaces which facilitate and accelerate setting up multiple time-varying parameters for generating a pool of pre-cooked scenarios.

Shallow water waves are described by the Saint–Venant (SV) system [18, 52], in which the motion of the fluid is introduced by the gravity. The equations are derived from depth-integrating the Navier-Stokes and the continuity equations [11, 53]. This leads to a vertically lumped description of the wave propagation, which assumes invariance in fluid properties with depth. If the fluid is stratified, i.e. features vertical layers with different properties (e.g. temperature, density), a system of multiple level shallow water equations (e.g. [54, 55]) can be used, with as many levels as there are the layers in the stratified fluid. In this paper, we focus on single-layer shallow waves. Note that the framework can be applied to multiple-level systems.

We are interested in a robust and fast numerical method for the SV system of the shallow water equations (SWE). We begin with a brief overview, and discuss the most important details, which are essential to completely understand the system and the proposed numerical scheme.
The two-dimensional shallow water waves can be described by the following SV system [56]:

\[
\begin{bmatrix}
    h \\
    hu \\
    hv \\
\end{bmatrix}
+ \begin{bmatrix}
    h u \\
    h u^2 + \frac{1}{2} g h^2 \\
    h u v \\
\end{bmatrix}_x + \begin{bmatrix}
    h v \\
    h u v \\
    h v^2 + \frac{1}{2} g h^2 \\
\end{bmatrix}_y = \begin{bmatrix}
    0 \\
    -g h B_x \\
    -g h B_y \\
\end{bmatrix},
\]

(II.1)

where \( h \) represents the water height, \( hu \) is the discharge along the x-axis, \( hv \) is the discharge along the y-axis, \( u \) and \( v \) are the average flow velocities, \( g \) is the gravitational constant, and \( B \) is the bathymetry (see Figure II.4a). Subscripts represent partial derivatives, i.e., \( \frac{\partial U}{\partial t} \). In vector form the system can be written down as:

\[
U_t + F(U, B)_x + G(U, B)_y = S(U, B),
\]

(II.2)

where \( U = [h, hu, hv] \) is the vector of conserved variables, \( F \) and \( G \) are flux functions, and \( S \) represents the source term function.

Figure II.1: Real-world large-scale simulations of a breach in an urban area in Cologne, Germany. (a) Distant view of the city: (b) Closer view of the flooded area.

The method should be accurate on smooth parts of the solution and should not create spurious oscillations near discontinuities, i.e., at the dry/wet boundaries. These equations accurately capture both steady-states and quasi-steady flows [18, 57] in which the flux gradients are balanced by the source terms. Well-balanced numerical schemes have to be capable of exactly balancing the source terms and numerical fluxes, so that the “lake at rest” steady states are preserved:

\[
u = 0, \quad v = 0, \quad w := h + B = \text{ Const},
\]

(II.3)

where \( w \) is the total elevation of the water surface. When \( h = 0 \), the previous state can be reduced to the “dry lake” steady state:

\[
u u = 0, \quad hv = 0, \quad h = 0,
\]

(II.4)

which means that no water is present, and the discharges are also zero. A good numerical scheme should be able to exactly preserve both “lake at rest” and “dry lake” steady states as well as their combinations. The methods that exactly preserve these solutions are termed “well-balanced” [17, 58, 59, 60, 61, 62, 63, 64]. Therefore, an ideal method should be well balanced in the sense that fluxes and source terms balance exactly and they result in zero velocities for “lake at rest” cases.

The simulation of water waves is particularly challenging near dry areas. Standard numerical methods may fail at the dry/wet fronts and produce negative water heights. If the water height becomes negative after the time integration, the whole computation breaks down. All computed water heights must be non-negative. To accomplish this, various positivity preserving methods are available [15, 17, 18, 19, 65]. The last major requirement is the stability of the scheme. In general, to fulfill this requirement, the Courant-Friedrichs-Lewy (CFL) condition [19, 66, 67] is applied. In case of a second order scheme the CFL condition allows for each wave to travel at
most one quarter of a grid cell per time step (CLF = 0.25), thus limiting the propagation of the
information by limiting the time step.

In this paper, we present a new grid-based, central-upwind scheme that satisfies the criteria
above. Following a new reconstruction of the water surface and the draining time step tech-
nique [68], we develop a well-balanced, positivity-preserving scheme for the dry/wet fronts. The
new method is two-dimensional, which makes it suitable for real-world flood simulations by over-
coming limitations of one-dimensional schemes. Furthermore, the scheme is well-balanced at the
partially flooded cells. This allows for longer time steps which results in shorter simulation run
time. We point out that our new two-dimensional scheme is not a direct dimension-by-dimension
extension of the one-dimensional scheme presented by Bollerman et al. [17], since the latter does
not contain some terms which appear only in the two-dimensional scheme. Our two-dimensional
scheme is more than a juxtaposition of two one-dimensional schemes.

The paper is structured as follows. In Section 2, we discuss the existing solutions and their
drawbacks. In Section 3, we show how to discretize the SWE on a regular grid. In Section 4,
we describe the water surface reconstruction at partially flooded cells. In Section 5, we prove the
positivity preserving property of the scheme with the new reconstruction and demonstrate the
application of the draining time step technique. In Section 6, we present the evaluation of the
proposed scheme. The scientific contributions of the proposed scheme span from fundamental
numerical developments to an added practical value to engineering, environmental and hazard
prevention applications. The paper thus contributes with the following key points:

- a physically consistent solution;
- no numerical artifacts at the boundaries;
- 2-10 times faster than previous schemes;
- evaluation on two large-scale, real-world scenarios relevant for society (urban and rural
  flooding);
- an improved numerical scheme for the SWE, based on the two-dimensional reconstruction
  at the dry/wet boundaries;
- well-balanced states at the dry/wet boundaries in partially flooded cells;
- application of the draining time step technique to preserve non-negative water heights while
  advancing the solution in time;
- avoiding spurious high velocities at the dry/wet boundaries;
- validation against an analytical solution.

2 Related Work

There are many schemes available in the literature that satisfy some of the criteria listed in the
previous section. For other types of problems (including smooth phenomena, i.e., the formation
of eddies [69, 70]), higher order schemes [62, 64] may be required. We are interested in urban and
rural flood simulations, hence, we focus on the second-order schemes that produce sufficiently
accurate results for these problems.

In the numerical treatment of the SWE, the spatial domain is discretized. For this purpose,
one can use a structured or an unstructured mesh. Most of the numerical schemes developed for
the SV system are based on the Eulerian approach [58]. This approach uses fixed points in space
(grid points) where the fluid properties are evaluated. In general a uniform rectangular mesh or
a triangular mesh is used for this purpose [19]. The second approach is called Lagrangian, where the fluid is being tracked as it flows through space. This is a particle-based approximation of the fluid flow, where each fluid element or particle stores its own properties (e.g., mass, velocity, position).

We are interested in a two-dimensional, well-balanced, positivity preserving scheme discretized on a regular rectangular mesh, which is often referred to as regular grid. The scheme has to be able to handle dry and near dry states and solve accurately and efficiently problems characterized by strong discontinuities (e.g., dam breaks, flood breaches).

Kurganov and Levy [18] introduce a second-order scheme using discretization on a regular grid. They propose to use a different reconstruction of the water surface in near dry areas than in the wet zones. The resulting scheme is not well-balanced and violates mass conservation. Furthermore, spurious waves may emerge in the shoal zones. The technique assumes a continuous bathymetry, but a straightforward sampling of a discontinuous bathymetry can result in steep gradients of the bathymetry approximation. This will affect the CFL number [66], restricting the time steps toward very small values.

Kurganov and Petrova [19] improve the previous work by supporting a discontinuous bathymetry. They describe a reconstruction adjustment for the partially flooded cells, where values of the water depth become negative at the integration points. If the reconstructed water slope creates negative values at the integration points, they adjust the steepness of the slope so that the negative values become zero. Their correction solves the positivity problem by raising and lowering the water level at the left and right side of the cell according to the bathymetry function. This guarantees that all water heights are non-negative. However, at the partially flooded cells this can lead to large errors for small water heights and the flow velocity will grow smoothly in these formerly dry areas. Another issue related to this modification, i.e., the water climbs up on the shores at the dry/wet boundaries. Finally, if a cell becomes wet, it will almost never be completely dry again.

Bollermann [17] extends the Kurganov and Petrova [19] scheme and achieves well-balanced states in the partially flooded cells by constructing an alternative correction procedure, which is similar to the reconstruction used by Tai [71]. However, this modification works only for one dimension and can lead to infinitely small time steps. To overcome this, time step limitation, Bollermann uses the draining time technique introduced in [68]. This scheme is only one-dimensional and it is not sufficient for our simulations.

Apart from the regular grid-based schemes, various techniques exist for structured and unstructured meshes. For instance, Bryson [72] develops a well-balanced positivity preserving numerical scheme for triangular grids. This scheme can be applied to models with discontinuous bathymetry and irregular channel widths. Even though the method can be well adopted to irregular topographies, its implementation is more complex, and it has higher computational requirements than the scheme we introduce in this paper.

3 Two-Dimensional Central-Upwind Scheme

Our work is based on the two-dimensional, central-upwind scheme of Kurganov and Petrova [19]. In this section, we describe this technique for solving the SV system of shallow water equations on uniform grids. Table II.1 explains the notations used throughout the text.

We introduce a uniform grid $x_i := i\Delta x$ and $y_j := j\Delta y$, where $\Delta x$ and $\Delta y$ are small spatial scales (see Figure II.2), and we denote by $C_{ijk}$ the finite volume cells $C_{ijk} := [x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [y_{j-\frac{1}{2}}, y_{j+\frac{1}{2}}]$. The central-upwind semi-discretization (discretized only in space, while time remains continuous) of (II.2) can be written down as the following system of time-dependent, ordi-
Table II.1: Notations for the numerical scheme

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbf{V} )</td>
<td>vector (e.g., ( \mathbf{U} = [h, hu, hv] ))</td>
</tr>
<tr>
<td>( \mathbf{U} )</td>
<td>cell average values</td>
</tr>
<tr>
<td>( \mathbf{\bar{U}} )</td>
<td>approximated values</td>
</tr>
<tr>
<td>( \mathbf{U}_{j,k} )</td>
<td>vector at position ([j, k])</td>
</tr>
<tr>
<td>( \mathbf{U}^\pm )</td>
<td>left- and right-sided point values</td>
</tr>
<tr>
<td>( \mathbf{U}^n )</td>
<td>vector at time ( t_n ) (( \mathbf{U}^n = \mathbf{U}(t_n) ))</td>
</tr>
<tr>
<td>( \mathbf{H}^x )</td>
<td>central-upwind flux function in x-dimension</td>
</tr>
<tr>
<td>( \mathbf{H}^{(1)} )</td>
<td>1st element of vector ( \mathbf{H} = [\mathbf{H}^{(1)}, \mathbf{H}^{(2)}, \mathbf{H}^{(3)}] )</td>
</tr>
<tr>
<td>( v )</td>
<td>variable</td>
</tr>
<tr>
<td>( v^* )</td>
<td>special variable</td>
</tr>
<tr>
<td>( B_{j,k} )</td>
<td>value at position ([j, k])</td>
</tr>
</tbody>
</table>

binary differential equations (ODE) [73, 18]:

\[
\frac{d}{dt} \mathbf{U}_{j,k}(t) = -\frac{\mathbf{H}^x_{j+\frac{1}{2},k}(t) - \mathbf{H}^x_{j-\frac{1}{2},k}(t)}{\Delta x} - \frac{\mathbf{H}^y_{j,k+\frac{1}{2}}(t) - \mathbf{H}^y_{j,k-\frac{1}{2}}(t)}{\Delta y} + \mathbf{S}_{j,k}(t),
\]

where \( \mathbf{H}^x_{j+\frac{1}{2},k} \) and \( \mathbf{H}^y_{j,k+\frac{1}{2}} \) are the central-upwind fluxes and \( \mathbf{S}_{j,k} \) is an appropriate discretization of the cell averages of the source term:

\[
\mathbf{S}_{j,k}(t) \approx \frac{1}{\Delta x \Delta y} \int_{C_{j,k}} \mathbf{S}(\mathbf{U}(x,y,t), \mathbf{B}(x,y)) \, dx \, dy,
\]

which in our case only contains the bed source term. The friction term is omitted for simplification purposes without loss of generality.

We start by replacing the bathymetry function \( \mathbf{B}(x,y) \) with its continuous, piecewise bilinear approximation \( \mathbf{\bar{B}}(x,y) \), which at each cell \( C_{j,k} \) is given by a bilinear form. The vertex values \( \mathbf{B}_{j+\frac{1}{2},k+\frac{1}{2}} \) of the cell \( C_{j,k} \) are computed based on the continuous bathymetry function (see Figure II.3).

The average value of \( \mathbf{\bar{B}} \) over the cell \( C_{j,k} \) is equal to its value \( B_{j,k} \) at the center of this cell. Furthermore, it is equal to the average value of the values at cell interface midpoints:

\[
B_{j,k} = \frac{1}{4} \left( B_{j+\frac{1}{2},k} + B_{j-\frac{1}{2},k} + B_{j,k+\frac{1}{2}} + B_{j,k-\frac{1}{2}} \right).
\]

Further details on the piecewise bilinear approximation of the bathymetry can be found in [19].

Using the approximated bathymetry values at cell interface midpoints (see Figure II.4a-b) we have the discretized source terms in the following form [18, 19]:

\[
\mathbf{S}^{(1)}_{j,k}(t) := 0,
\]

\[
\mathbf{S}^{(2)}_{j,k}(t) := -\mathbf{\bar{B}}_{j,k} \frac{B_{j+\frac{1}{2},k} - B_{j-\frac{1}{2},k}}{\Delta x},
\]

\[
\mathbf{S}^{(3)}_{j,k}(t) := -\mathbf{\bar{B}}_{j,k} \frac{B_{j,k+\frac{1}{2}} - B_{j,k-\frac{1}{2}}}{\Delta y},
\]

where we omit the time dependence \( t \) on the right hand side for simplification reasons without loss of generality, as we do in the following equations.
Figure II.2: Two-dimensional grid-based representation of average water elevations \( \bar{w} \), discharges \( hu, hv \), and bathymetry \( B \). For a bilinear reconstruction, the cell averages coincide with the values at the cell centers. The bathymetry is approximated by its values at the cell vertices. In this figure, the middle cell is fully flooded in the y-dimension, while only partially flooded in the x-dimension. Waterlines are represented by the blue lines, red dashed lines mark the bathymetry slopes in both dimensions.

Figure II.3: Continuous bathymetry function \( B(x, y) \) (green) and its piecewise linear approximation \( \bar{B}(x, y) \) (brown dots). The approximated function values equal to the continuous ones at the cell vertices (green dots). The cell average value (blue dot) equals both to the average value of the vertex values (green dots) and to the average value of the values at the cell interface midpoints (brown dots).
3. Two-Dimensional Central-Upwind Scheme

On the next step we reconstruct the slope of the water surface in the cells (see Figure II.4c). The reconstruction of the left- and right-sided point values (see Figure II.4d) is second-order accurate if the approximate values of the derivatives \( (U_x)_{j,k} \) and \( (U_y)_{j,k} \) are at least first-order componentwise approximations of \( U_i(x_j, y_k) \) and \( U_y(x_j, y_k) \). To preserve second-order accuracy, these values are computed using a non-linear limiter. In addition, to ensure non-oscillatory reconstruction and to avoid oscillation artifacts in the numerical solution, we use the generalized minmod limiter [73, 74, 75, 76, 77]:

\[
(U_x)_{j,k} = \text{minmod} \left( \frac{U_{j,k} - U_{j-1,k}}{\Delta x}, \frac{U_{j+1,k} - U_{j-1,k}}{2\Delta x}, \frac{U_{j+1,k} - U_{j,k}}{\Delta x} \right),
\]

\[
(U_y)_{j,k} = \text{minmod} \left( \frac{U_{j,k} - U_{j,k-1}}{\Delta y}, \frac{U_{j,k+1} - U_{j,k-1}}{2\Delta y}, \frac{U_{j,k+1} - U_{j,k}}{\Delta y} \right),
\]

where \( \theta \in [1, 2] \) is a parameter used to affect the numerical viscosity of the scheme. As suggested in [18], we set \( \theta = 1.3 \), which is close to the optimal value. The minmod function is defined as

\[
\text{minmod}(z_1, z_2, z_3) = \begin{cases} 
\min_i \{z_i\}, & \text{if } z_j > 0 \forall j, \\
\max_i \{z_i\}, & \text{if } z_j < 0 \forall j, \\
0, & \text{otherwise},
\end{cases}
\]

and is applied in a componentwise manner to all three elements \( \bar{\omega}, \bar{h}\bar{u}, \bar{h}\bar{v} \) of vector \( U \), where we reconstruct water levels \( \bar{\omega} \) instead of water heights \( \bar{h} \). Other non-linear limiters can be found in the literature [74, 75, 76, 77, 78, 79, 80].

The values \( U_{j-\frac{1}{2},k} = \left( \bar{w}_{j-\frac{1}{2},k}, \bar{h}_{j-\frac{1}{2},k} \right) \) and \( U_{j,k+\frac{1}{2}} = \left( \bar{w}_{j,k+\frac{1}{2}}, \bar{h}_{j,k+\frac{1}{2}} \right) \) are referred to as the left- and right-sided point values (see Figure II.4d). They are obtained by the piecewise linear reconstruction \( \bar{U} \equiv (\bar{w}, \bar{h}\bar{u}, \bar{h}\bar{v}) \) for \( U \) at cell interface midpoints \( [x_{j-\frac{1}{2}}, y_{k+\frac{1}{2}}] \).

\[
\bar{U}(x, y) : = \bar{U}_{j,k} + (U_x)_{j,k}(x - x_j) + (U_y)_{j,k}(y - y_k), \quad (x, y) \in C_{j,k}.
\]

For cell \( C_{j,k} \) we get the following four vectors describing the reconstructed point values:

\[
U_{j-\frac{1}{2},k} = U_{j,k} + \frac{\Delta x}{2} (U_x)_{j,k}, \quad U_{j+\frac{1}{2},k} = U_{j,k} - \frac{\Delta x}{2} (U_x)_{j,k},
\]

\[
U_{j,k+\frac{1}{2}} = U_{j,k} + \frac{\Delta y}{2} (U_y)_{j,k}, \quad U_{j,k-\frac{1}{2}} = U_{j,k} - \frac{\Delta y}{2} (U_y)_{j,k}.
\]

We note that the reconstruction procedure (II.11)–(II.13) might produce negative water heights in the partially flooded cells [17, 19] (see Figure II.4d). Therefore, we need to correct them (see Figure II.4e). The correction technique proposed in [19] violates the well-balanced property of the scheme, and causes high velocities in these areas. Hence, we use a modified correction that has been first derived for the one-dimensional case [17]. Ensuring both well-balanced and positivity preserving properties for the two-dimensional version is not straightforward. Our new reconstruction affects only the partially flooded cells while maintaining the well-balanced property of the scheme. The derivation of the two-dimensional version is presented in Section 4.

Using the point values, we can calculate the fluxes needed for the computation of the next time step. The central-upwind numerical fluxes \( H_{j-\frac{1}{2},k}^x \) and \( H_{j,k+\frac{1}{2}}^x \) (see Figure II.4f) are given by:

\[
H_{j-\frac{1}{2},k}^x = \frac{a_{j-\frac{1}{2},k}}{2} \int \left( U_{j-\frac{1}{2},k}^- \frac{B_{j-\frac{1}{2},k}^+}{B_{j-\frac{1}{2},k}^-} - a_{j-\frac{1}{2},k}^- \frac{B_{j-\frac{1}{2},k}^+}{B_{j-\frac{1}{2},k}^-} \right) \, dx
\]

(II.14)
\[ H^y_{j,k+\frac{1}{2}} = b^+_{j+\frac{1}{2},k+\frac{1}{2}} G(U^-_{j+\frac{1}{2},k+\frac{1}{2}}, B_{j+\frac{1}{2},k+\frac{1}{2}}) - b^-_{j+\frac{1}{2},k+\frac{1}{2}} G(U^+_{j+\frac{1}{2},k+\frac{1}{2}}, B_{j+\frac{1}{2},k+\frac{1}{2}}) \] (II.15)

where we use the following flux notations:

\[ F(U, B) := [hu, \frac{(hu)^2}{w-B} + \frac{1}{2}g(w-B)^2, huv]^T \] (II.16)

\[ G(U, B) := [hv, huv, \frac{(hu)^2}{w-B} + \frac{1}{2}g(w-B)^2]^T. \] (II.17)

We note that the central-upwind flux is a direct generalization of the well-known Harten-Lax-van Leer flux [81, 82].

Figure II.4: (a) Schematic view of a shallow water flow at a dry/wet boundary and definition of the variables. (b) Conserved variables \( U \) are discretized as cell averages \( \bar{U}_{j,k} \). The bathymetry function \( B \) is computed at cell interface midpoints. (c) Slopes \( \bar{U}_x \) are reconstructed using the minmod flux limiter. (d) Left- and right-sided point values are computed at cell interface midpoints. (e) At the almost dry cells the slope is modified to avoid negative water heights, and a separation point is generated. (f) Fluxes are computed using the central-upwind flux function at each cell interface.

The speed values \( a^{+\pm}_{j+\frac{1}{2},k} \) and \( b^{+\pm}_{j+\frac{1}{2},k} \) of propagation [73] are obtained using the eigenvalues of the Jacobian \( \frac{\partial F}{\partial U} \) as follows:

\[ a^{+\pm}_{j+\frac{1}{2},k} = \max \left\{ u^{-}_{j+\frac{1}{2},k} + \sqrt{g h^{-}_{j+\frac{1}{2},k} u^{+}_{j+\frac{1}{2},k}} + \sqrt{g h^{+}_{j+\frac{1}{2},k}}, 0 \right\} \] (II.18)

\[ a^{-\pm}_{j+\frac{1}{2},k} = \min \left\{ u^{-}_{j+\frac{1}{2},k} - \sqrt{g h^{-}_{j+\frac{1}{2},k} u^{+}_{j+\frac{1}{2},k}} - \sqrt{g h^{+}_{j+\frac{1}{2},k}}, 0 \right\} \] (II.19)

\[ b^{+\pm}_{j,k+\frac{1}{2}} = \max \left\{ v^{-}_{j,k+\frac{1}{2}} + \sqrt{g h^{-}_{j,k+\frac{1}{2}} v^{+}_{j,k+\frac{1}{2}}} + \sqrt{g h^{+}_{j,k+\frac{1}{2}}}, 0 \right\} \] (II.20)

\[ b^{-\pm}_{j,k+\frac{1}{2}} = \min \left\{ v^{-}_{j,k+\frac{1}{2}} - \sqrt{g h^{-}_{j,k+\frac{1}{2}} v^{+}_{j,k+\frac{1}{2}}} - \sqrt{g h^{+}_{j,k+\frac{1}{2}}}, 0 \right\} \] (II.21)

Using the semi-discrete equation (II.5) together with the forward Euler temporal discretization we obtain the discrete equation for the computation of the next time step as:

\[ U^{n+1}_{j,k} = U^n_{j,k} - \lambda \left( H^x_{j+\frac{1}{2},k} - H^x_{j-\frac{1}{2},k} \right) - \mu \left( H^y_{j,k+\frac{1}{2}} - H^y_{j,k-\frac{1}{2}} \right), \] (II.22)
where $\lambda := \Delta t / \Delta x$, $\mu := \Delta t / \Delta y$, and the numerical fluxes $\mathbf{H}^x_{j + \frac{1}{2}, k}$ and $\mathbf{H}^y_{j, k + \frac{1}{2}}$ are evaluated at time $t = t^\ast$. In order to keep the numerical integration stable, the time step size $\Delta t$ has to satisfy the CFL condition:

$$\Delta t \leq \text{CFL} \min \left\{ \frac{\Delta x}{a}, \frac{\Delta y}{b} \right\}, \tag{II.23}$$

where $\text{CFL} := \frac{1}{4}$ for the two-dimensional scheme, and $a$ and $b$ are given by

$$a := \max_{j,k} \left\{ \max \left\{ a^+_{j + \frac{1}{2}, k}, -a^-_{j + \frac{1}{2}, k} \right\} \right\}, \quad b := \max_{j,k} \left\{ \max \left\{ b^+_{j, k + \frac{1}{2}}, -b^-_{j, k + \frac{1}{2}} \right\} \right\}. \tag{II.24}$$

## 4 Reconstruction at Partially Flooded Cells

The central-upwind scheme described in the previous section may produce negative water values in the partially flooded cells on the reconstruction step (see Figure II.5a). Even if the total amount of water in the cell is positive ($\bar{w}_{j,k} > B_{j,k}$), the water level in the cell may intersect the bathymetry ($\bar{w}_{j,k} < B_{j-\frac{1}{2},k}$) and thus the point value at the cell interface becomes negative ($\bar{h}_{j-\frac{1}{2},k} < 0$). One could try replacing the first-order, piecewise, constant reconstruction with a higher order, piecewise, linear reconstruction, but it will not guarantee positive reconstructed point values at the cell interfaces. Therefore, we need to correct these point values. The correction proposed in [19] solves the problem of the negative point values, but violates the well-balanced property of the scheme (see Figure II.5b). Based on the modified technique proposed in [17] for the one-dimensional scheme (see Figure II.5c), we extend this correction for two dimensions.

We assume that at a certain time $t$ all computed water levels are higher or equal to the bathymetry elevation ($\bar{w}_{j,k} \geq B_{j,k}$). In addition, in the piecewise linear reconstruction (II.13), we use a non-linear limiter to compute the slopes $(U_\alpha)_{j,k}$ and $(U_\beta)_{j,k}$. We also assume that at an arbitrary partially flooded cell $C_{j,k}$:

$$B_{j-\frac{1}{2},k} > \bar{w}_{j,k} > B_{j+\frac{1}{2},k} \quad \text{or} \quad B_{j, k-\frac{1}{2}} > \bar{w}_{j,k} > B_{j, k+\frac{1}{2}} \tag{II.25}$$

and that the reconstructed point values of $w$ in cell $C_{j+1,k}$ and $C_{j,k+1}$ satisfy

$$w^+_{j+\frac{1}{2},k} > B_{j+\frac{1}{2},k} \quad \text{and} \quad w^-_{j+\frac{1}{2},k} > B_{j+\frac{1}{2},k},$$

$$w^+_{j+\frac{1}{2},k} > B_{j+\frac{1}{2},k} \quad \text{and} \quad w^-_{j+\frac{1}{2},k} > B_{j+\frac{1}{2},k}. \tag{II.26}$$

Symmetric cases can be treated the same way.

![Figure II.5: Approximations of the wet/dry front reconstruction. The blue dashed line represents the waterline of the fully flooded cell. (a) Wrong approximation by the piecewise linear reconstruction, which produces a negative water value. (b) Positively preserving, but unbalanced piecewise linear reconstruction. (c) Positively preserving, well-balanced, piecewise linear reconstruction.](image-url)
We start with computing the water surface \( w_{j,k} \) in cell \( C_{j,k} \). In order to distinguish between the two dimensions, \( w_{j,k}^x \) marks the waterline for the \( x \)- and \( w_{j,k}^y \) for the \( y \)-dimension. The water level is the average elevation of the water surface in a cell. The waterline is a horizontal line which represents the real water surface in a cell computed from the amount of water present in that cell, which means it can differ from the average water elevation. If the cell is fully flooded, we can represent the line by a linear function (see Figure II.6a). Otherwise, it has to be represented by a piecewise linear function, with a separation point \( x_{j,k}^* \), which defines the location where the water height becomes zero (see Figure II.5c). We choose a water height in a way that the volume enclosed between the surface and the bathymetry equals to the amount of water in that cell (see Figure II.6b). The amount of water in cell \( C_{j,k} \) is defined by \( \Delta x \cdot \bar{h}_{j,k} \) and \( \Delta y \cdot \bar{h}_{j,k} \) for each direction respectively, where \( \bar{h}_{j,k} := w_{j,k} - B_{j,k} \). These areas can be represented by trapezoids, if the cell is fully filled, or by triangular shapes, if the cell is partially flooded (see Figure II.6). We note that a cell can be fully flooded in one dimension, while only partially flooded in the other. If cell \( C_{j,k} \) is fully flooded, the following conditions hold:

\[
\bar{h}_{j,k} \geq \frac{\Delta x}{2} |(B_x)_{j,k}|, \quad \bar{h}_{j,k} \geq \frac{\Delta y}{2} |(B_y)_{j,k}|,
\]

(II.27)

where \( \bar{h}_{j,k} \) is the average water height of the cell, \( (B_x)_{j,k} \) and \( (B_y)_{j,k} \) are the bathymetry slopes in \( x \) and \( y \) directions. In this case, functions \( s_{j,k}^x(x,y) \) and \( s_{j,k}^y(x,y) \) represent the water surface for both dimensions:

\[
s_{j,k}^x(x,y) = \begin{cases} B_{j,k}(x,y), & \text{if } x < x_{j,k}^w, \\ \bar{h}_{j,k}, & \text{otherwise,} \end{cases}
\]

\[
s_{j,k}^y(x,y) = \begin{cases} B_{j,k}(x,y), & \text{if } y < y_{j,k}^w, \\ \bar{h}_{j,k}, & \text{otherwise,} \end{cases}
\]

(II.28)

otherwise the free surface is a continuous piecewise linear function given by

\[
s_{j,k}^x(x,y) = \begin{cases} B_{j,k}(x,y), & \text{if } x < x_{j,k}^w, \\ \bar{h}_{j,k}, & \text{otherwise,} \end{cases}
\]

\[
s_{j,k}^y(x,y) = \begin{cases} B_{j,k}(x,y), & \text{if } y < y_{j,k}^w, \\ \bar{h}_{j,k}, & \text{otherwise,} \end{cases}
\]

The boundary separation points can be determined by the following equations:

\[
\Delta x_{j,k}^w = \sqrt{\frac{2\Delta x h_{j,k}}{|(B_x)_{j,k}|}}, \quad \Delta y_{j,k}^w = \sqrt{\frac{2\Delta y h_{j,k}}{|(B_y)_{j,k}|}}
\]

(II.29)

where \( \Delta x_{j,k}^w = x_{j+1/2} - x_{j}^w \) and \( \Delta y_{j,k}^w = y_{j+1/2} - y_{j}^w \). More details on deriving this equation can be found in [17, 83]. The average total elevation of the water surface for the wet/dry cell is then computed as

\[
w_{j,k}^x = B_{j,k} + \left( \Delta x_{j,k}^w - \frac{\Delta x}{2} \right) |(B_x)_{j,k}|, \\
w_{j,k}^y = B_{j,k} + \left( \Delta y_{j,k}^w - \frac{\Delta y}{2} \right) |(B_y)_{j,k}|
\]

(II.30)

Figure II.6: Waterline \( w_{j,k}^x \) computation using the conservation of the average water height \( \bar{h}_{j,k} \), where \( \Delta x \cdot \bar{h}_{j,k} \) equals to the amount of water in the cell. (a) In the fully flooded cell, the waterline does not intersect the bathymetry. (b) In the partially flooded cell, \( x_w \) marks the intersection point between the waterline and the bathymetry.
Note that if a cell satisfies at least one condition of (II.27), then it is a partially flooded cell with \( \Delta x^*_{w} < \Delta x \) or \( \Delta y^*_{w} < \Delta y \).

In the following, we discuss the reconstruction of the waterline for the \( x \) dimension. It can be computed analogously for the \( y \) dimension. At this point we know which cells are partially flooded. For these cells we modify the reconstruction of the water height \( h \) to ensure the well-balanced property. We assign the value of the reconstructed water height of the next fully flooded cell \( C_{j+1,k} \) to the value of the same interface at the partially flooded cell \( C_{j,k} \), \( w_{j+\frac{1}{2},k}^{-} := w_{j+\frac{1}{2},k}^{+} \).

Using this value and the conservation of the average water height \( h_{j,k} \), we determine the waterline \( w_{j,k}^x \) in cell \( C_{j,k} \). This assignment implies that \( h_{j+\frac{1}{2},k}^{-} := w_{j+\frac{1}{2},k}^{-} - B_{j+\frac{1}{2},k} = w_{j+\frac{1}{2},k}^{+} - B_{j+\frac{1}{2},k} = h_{j+\frac{1}{2},k}^{+} \).

If the amount of water in cell \( C_{j,k} \) is sufficiently large, then \( h_{j-\frac{1}{2},k}^{+} \geq 0 \) and satisfies
\[
\tilde{h}_{j,k} = \frac{1}{2} \left( h_{j+\frac{1}{2},k}^{-} + h_{j-\frac{1}{2},k}^{+} \right),
\]
from which we obtain the total water level \( w_{j-\frac{1}{2},k}^{+} = h_{j-\frac{1}{2},k}^{+} + B_{j-\frac{1}{2},k} \), and thus the well-balanced reconstruction for cell \( C_{j,k} \) is completed.

If the value of \( h_{j-\frac{1}{2},k}^{+} \) at the other interface computed from the conservation requirement (II.31) is negative, we replace the waterline \( w_{j,k}^x \) in cell \( C_{j,k} \) with two linear pieces. The breaking point between the "wet" and "dry" pieces is marked by \( x_{j,k}^{*} \), and is determined by the conservation requirement, which in this case reads
\[
\Delta x \cdot h_{j,k} = \frac{\Delta x^*_{j,k}}{2} \cdot h_{j-\frac{1}{2},k},
\]
where
\[
\Delta x^*_{j,k} = |x_{j+\frac{1}{2},k} - x_{j,k}^*|.
\]
Using the idea from [17] and combining the above two cases, we obtain the reconstructed value
\[
\tilde{h}_{j-\frac{1}{2},k} = \max \left\{ 0, \frac{2\tilde{h}_{j,k} - \tilde{h}_{j-\frac{1}{2},k}^{-}}{\Delta x} \right\}.
\]

As in [17], we also generalize the definition of \( \Delta x^*_{j,k} \) and set
\[
\Delta x^*_{j,k} = \Delta x \cdot \min \left\{ \frac{2\tilde{h}_{j,k} - \tilde{h}_{j-\frac{1}{2},k}^{-}}{\Delta x}, 1 \right\}.
\]

The well-balanced reconstruction for the \( x \) dimension is completed. Following this technique, one can easily derive it for the second dimension.

We mentioned that the piecewise linear reconstruction (II.12)–(II.13) does not guarantee the positivity of the point values at the dry/wet fronts, thus they have to be corrected. This approach only modifies the reconstructed water values \( \tilde{w}_{j+\frac{1}{2},k}^{\pm} \). Next, as in [17] we summarize the possible cases of the modified reconstruction, where \( w_{j,k} \) is the average water level in the cell, \( \tilde{w}_{j+\frac{1}{2},k}^{\pm} \) are the point values reconstructed using the minmod flux limiter (II.11), and \( \tilde{w}_{j-\frac{1}{2},k}^{\pm} \) are the corrected values:

Case 1. If \( w_{j,k} \) > \( B_{j-\frac{1}{2},k} \) and \( \tilde{w}_{j,k} > \tilde{B}_{j+\frac{1}{2},k} \) then cell \( C_{j,k} \) is fully flooded.

1A. If \( \tilde{w}_{j-\frac{1}{2},k}^{+} \geq \tilde{B}_{j-\frac{1}{2},k} \) and \( \tilde{w}_{j+\frac{1}{2},k}^{-} \geq \tilde{B}_{j+\frac{1}{2},k} \) the cell is flooded and we set \( \tilde{w}_{j-\frac{1}{2},k}^{\pm} = \tilde{w}_{j+\frac{1}{2},k}^{\pm} \) (see Figure II.7a).
1B. Otherwise, as in [19], we redistribute the water (see Figure II.7b) in the following way:

\[
\begin{align*}
\text{If } \bar{w}_{j-\frac{1}{2},k}^+ < B_{j-\frac{1}{2},k'} & \quad \text{then set } \left( w_{x} \right)_{j,k} := \frac{\bar{w}_{j,k} - B_{j-\frac{1}{2},k}}{\Delta x/2}, \\
\Rightarrow \quad w_{j-\frac{1}{2},k}^- = 2\bar{w}_{j,k} - B_{j-\frac{1}{2},k'} & \quad w_{j-\frac{1}{2},k}^+ = B_{j-\frac{1}{2},k}.
\end{align*}
\]

and symmetrically

\[
\begin{align*}
\text{If } \bar{w}_{j+\frac{1}{2},k}^- < B_{j+\frac{1}{2},k'} & \quad \text{then set } \left( w_{x} \right)_{j,k} := \frac{B_{j+\frac{1}{2},k} - \bar{w}_{j,k}}{\Delta x/2}, \\
\Rightarrow \quad w_{j+\frac{1}{2},k}^- = B_{j+\frac{1}{2},k'} & \quad w_{j+\frac{1}{2},k}^+ = 2\bar{w}_{j,k} - B_{j+\frac{1}{2},k'}.
\end{align*}
\]

Case 2. If \( B_{j-\frac{1}{2},k} > \bar{w}_{j,k} > B_{j+\frac{1}{2},k} \), then cell \( C_{j,k} \) is possibly partially flooded.

2A. If \( \bar{w}_{j+\frac{1}{2},k}^- > B_{j+\frac{1}{2},k} \) and \( \bar{w}_{j+\frac{1}{2},k}^+ > B_{j+\frac{1}{2},k} \), then cell \( \bar{C}_{j+1,k} \) is fully flooded and \( w_{j+\frac{1}{2},k}^- = \bar{w}_{j+\frac{1}{2},k}^- \). We set \( w_{j+\frac{1}{2},k}^- := \bar{w}_{j+\frac{1}{2},k}^- \) and \( h_{j+\frac{1}{2},k}^- := \bar{w}_{j+\frac{1}{2},k}^- - B_{j+\frac{1}{2},k'} \).

2A1. If \( 2h_{j,k} - h_{j-\frac{1}{2},k} \geq 0 \), then the amount of water in cell \( C_{j,k} \) is sufficiently large, and we set \( h_{j-\frac{1}{2},k}^- = 2h_{j,k} - h_{j+\frac{1}{2},k}^+ \) so \( w_{j-\frac{1}{2},k}^+ = h_{j-\frac{1}{2},k}^- + B_{j-\frac{1}{2},k} \) (see Figure II.7c).

2A2. Otherwise set \( h_{j-\frac{1}{2},k}^- = 0 \), \( w_{j-\frac{1}{2},k}^+ = B_{j-\frac{1}{2},k} \) and \( \Delta x_{j,k}^* \) as in (11.34) (see Figure II.7d).

---

**Figure II.7:** Illustrations of reconstruction cases for the wet/dry fronts. The upper row shows the average water levels in the cells, the row in the middle shows the reconstructed point values, and the bottom row shows the modified point values. (a) The amount of water is enough to fill the cell, the reconstruction is correct. (b) The amount of water is enough to fill the cell, but a negative point value was produced, therefore we set it to zero, and the value on the right side requires correction due to the conservation criterion. (c) The cell is partially flooded, and after equalizing the water height between the current and the next fully flooded cell, both values become positive. (d) The cell is partially flooded, and there is not enough water to fill it after the equalization.
2B. Otherwise set \( \tilde{h}_{j+\frac{1}{2},k}^{n} := \tilde{w}_{j,k} - B_{j+\frac{1}{2},k} \) and \( \Delta x_{j+\frac{1}{2},k}^{n} := \Delta x_{j,k}^{n} \). This situation is not generic and may occur only in the under-resolved computations [17].

Case 3. \( B_{j-\frac{1}{2},k} < \tilde{w}_{j,k} < B_{j+\frac{1}{2},k} \) is analogous to Case 2.

The correction cases for the second dimension can be derived analogously by changing indices from \( j-\frac{1}{2},k \) and \( j+\frac{1}{2},k \) to \( j,k-\frac{1}{2} \) and \( j,k+\frac{1}{2} \).

At this point, the corrected water heights of the reconstructed point values are non-negative. However, they may be very small or even zero. Since \( u = \frac{h_u}{\nu} \) and \( v = \frac{h_v}{\nu} \), these computations may lead to large errors in the partially flooded cells for small water heights and they have a singularity at zero water height (\( h = 0 \)). To deal with this problem, we use the desingularization suggested in [19]:

\[
\begin{align*}
    u &= \frac{\sqrt{2}h(h_u)}{\sqrt{h^4 + \max(h_u, \epsilon)}}, \\
    v &= \frac{\sqrt{2}h(h_v)}{\sqrt{h^4 + \max(h_v, \epsilon)}},
\end{align*}
\]  

where \( \epsilon \) is a small apriori chosen positive number. This has a damping effect on the velocities as the water height approaches zero. Determining a proper value for \( \epsilon \) is very difficult. High values lead to large errors in the simulation results, while low values give small time steps. In our simulation, we used the suggestion of Brodtkorb [41]:

\[
\epsilon = E_0 \max(1, \min(\Delta x, \Delta y)),
\]

with \( E_0 = 10^{-2} \) m.

## 5 Positivity Preserving in Time Integration

In the previous section, we have discussed the well-balanced spatial reconstruction of the point values for partially flooded cells. In this section, we continue with the time-quadrature for the fluxes at partially flooded cells. This means the discretization of the semi-discrete scheme in time, and advancing by \( \Delta t \). We follow the technique used in [17] and start with modifying the time integration of the water height so that it remains positive after its computation. Assuming that the water height is positive for all \( \tilde{h}_{j,k}^{n+1} \) at time step \( n \), it has to remain positive for the next time step \( n + 1 \):

\[
\tilde{h}_{j,k}^{n+1} = \tilde{h}_{j,k}^{n} - \Delta t \frac{(H_{x})^{(1)}_{j+\frac{1}{2},k} - (H_{x})^{(1)}_{j-\frac{1}{2},k}}{\Delta x} - \Delta t \frac{(H_{y})^{(1)}_{j,k+\frac{1}{2}} - (H_{y})^{(1)}_{j,k-\frac{1}{2}}}{\Delta y} \geq 0,
\]  

where we use (II.22) and subtract \( B_{j,k} \) from both sides, since \( \tilde{w}_{j,k} = \tilde{h}_{j,k} + B_{j,k} \).

Using (II.37) we introduce the draining time step [68] for the two-dimensional scheme:

\[
\Delta t_{\text{drain}}^{\text{frac}} = \frac{\Delta x \Delta y \tilde{h}_{j,k}^{n}}{\Delta y ((H_{x})^{(1)}_{j+\frac{1}{2},k} + (H_{x})^{(1)}_{j-\frac{1}{2},k}) + \Delta x ((H_{y})^{(1)}_{j,k+\frac{1}{2}} + (H_{y})^{(1)}_{j,k-\frac{1}{2}})},
\]

which describes how long it takes for cell \( C_{j,k} \) to become dry due to the outflow fluxes. Now we modify the evolution step (II.22) using the draining time step:

\[
\tilde{h}_{j,k}^{n+1} = \tilde{h}_{j,k}^{n} - \Delta t_{j,k} \frac{(H_{x})^{(1)}_{j+\frac{1}{2},k} - (H_{x})^{(1)}_{j-\frac{1}{2},k}}{\Delta x} - \Delta t_{j,k} \frac{(H_{y})^{(1)}_{j,k+\frac{1}{2}} - (H_{y})^{(1)}_{j,k-\frac{1}{2}}}{\Delta y},
\]  

where the time steps at the cell interfaces are computed by:

\[
\Delta t_{j,k} = \begin{cases} 
\min(\Delta t, \Delta t_{\text{drain}}^{\text{frac}}) & \text{if } \nabla \cdot H_{j,k} > 0, \\
\Delta t, & \text{if } \nabla \cdot H_{j,k} \leq 0,
\end{cases}
\]
which means that the draining time step is only used if the water height decreases during the integration and the cell is at risk of drying out. If the flux divergence $\nabla \cdot \mathbf{H}_{j,k} > 0$ for a fully flooded cell $C_{j,k}$, then the draining time can have higher values than the global time step and we select the smallest of the two. If $\nabla \cdot \mathbf{H}_{j,k} \leq 0$, i.e., there is more water entering than leaving the cell, then we use the global time step. This means that the draining time step is applied only to the partially flooded cell in case of the positive divergence. Hence, the time evolution of the fully flooded cells remains as in [19].

Since we use the global time step $\Delta t$ for the source terms $s_{j,k}^{(2)}$ and $s_{j,k}^{(3)}$ in the time evolution step, we have to split the momentum fluxes $F^{(2)}(\mathbf{U}, B)$ and $G^{(3)}(\mathbf{U}, B)$ into advection $(a)$ and gravity $(g)$ driven parts to ensure the well-balanced property:

$$
F^{(2),a}(\mathbf{U}, B) = \frac{\rho u^2}{w - B} \quad \text{and} \quad F^{(2),g}(\mathbf{U}, B) = \frac{\rho}{2}(w - B)^2
$$

$$
G^{(3),a}(\mathbf{U}, B) = \frac{\rho u^2}{w - B} \quad \text{and} \quad G^{(3),g}(\mathbf{U}, B) = \frac{\rho}{2}(w - B)^2
$$

Due to this modification, the source terms exactly balance the gravity-driven part of the flux. Using the split fluxes, the modified central-upwind fluxes read:

$$
\mathbf{H}_{j,k+\frac{1}{2}}^{(3),g}(t) = \frac{a_{j,k+\frac{1}{2}}^+ G^{(3),g} \left( \mathbf{U}_{j,k+\frac{1}{2}}^- \right) - a_{j,k+\frac{1}{2}}^- G^{(3),g} \left( \mathbf{U}_{j,k+\frac{1}{2}}^+ \right)}{a_{j,k+\frac{1}{2}}^+ - a_{j,k+\frac{1}{2}}^-}
$$

$$
+ \frac{a_{j,k+\frac{1}{2}}^+ a_{j,k+\frac{1}{2}}^-}{a_{j,k+\frac{1}{2}}^+ - a_{j,k+\frac{1}{2}}^-} \left[ (U_{2,j}^+ - U_{2,j}^-) - \left( U_{2,j}^+ - U_{2,j}^- \right) \right],
$$

and

$$
\mathbf{H}_{j,k+\frac{1}{2}}^{(3),a}(t) = \frac{a_{j,k+\frac{1}{2}}^+ G^{(3),a} \left( \mathbf{U}_{j,k+\frac{1}{2}}^- \right) - a_{j,k+\frac{1}{2}}^- G^{(3),a} \left( \mathbf{U}_{j,k+\frac{1}{2}}^+ \right)}{a_{j,k+\frac{1}{2}}^+ - a_{j,k+\frac{1}{2}}^-}.
$$

The modified central-upwind fluxes $\mathbf{H}_{j,k+\frac{1}{2}}^{(2),a}(t)$ and $\mathbf{H}_{j,k+\frac{1}{2}}^{(2),g}(t)$ can be derived analogously, and their one-dimensional forms can be found in [17], which are very similar to the two-dimensional ones.

Using the new fluxes, we get the new update of discharges $hu$ and $hv$:

$$
h_{u,j,k}^{n+1} = h_{u,j,k}^n - \Delta t s_{j,k}^{(2),u} = \frac{\Delta t}{\Delta x} \left( \frac{\mathbf{H}_{j+k+\frac{1}{2}}^{(2),u} - \mathbf{H}_{j-k+\frac{1}{2}}^{(2),u}}{\Delta x} \right)
$$

$$
h_{u,j,k}^{n+1} = \frac{\Delta t}{\Delta y} \left( \frac{\mathbf{H}_{j+k+\frac{1}{2}}^{(2),u} - \mathbf{H}_{j-k+\frac{1}{2}}^{(2),u}}{\Delta y} \right)
$$

$$
h_{v,j,k}^{n+1} = h_{v,j,k}^n - \Delta t s_{j,k}^{(3),v} = \frac{\Delta t}{\Delta x} \left( \frac{\mathbf{H}_{j+k+\frac{1}{2}}^{(3),u} - \mathbf{H}_{j-k+\frac{1}{2}}^{(3),u}}{\Delta x} \right)
$$

$$
h_{v,j,k}^{n+1} = \frac{\Delta t}{\Delta y} \left( \frac{\mathbf{H}_{j+k+\frac{1}{2}}^{(3),u} - \mathbf{H}_{j-k+\frac{1}{2}}^{(3),u}}{\Delta y} \right)
$$

This new finite volume scheme consisting of (II.39), (II.43) and (II.44) is both well-balanced and positivity preserving even in the presence of partially flooded cells.

As in [17] for the one-dimensional scheme, we prove that the new two-dimensional central-upwind finite volume scheme remains well-balanced for both “lake at rest” and “dry lake” states.
Theorem 5.1. Consider the system (II.1) and the fully discrete central-upwind scheme (II.39), (II.43) and (II.44). Assume that the numerical solution $U^n$ corresponds to the steady state which is a combination of the “lake at rest” (II.3) and “dry lake” (II.4) states in the sense that $w_{j,k} = \text{Const. and } u = 0, v = 0$ whenever $h_{j,k} > 0$. Then $U^{n+1} = U^n$, that is, the scheme is well-balanced.

Proof. We have to show that in all cells the fluxes and the source term discretization cancel exactly. First, we mention the fact that the reconstruction procedure derived in Section 4 preserves both the “lake at rest” and “dry lake” steady states and their combinations. For all cells where the original reconstruction is not corrected, the resulting slopes are zero and therefore the reconstructed point values equal to the average water level there, $w_{j+\frac{1}{2},k} = w_{j,k}$. As $hu = 0$ and $hv = 0$ in all cells, the reconstructions for $hu$ and $hv$ reproduce the constant point values $\langle hu \rangle_{j+\frac{1}{2},k} = (hu)^{\frac{+}{-}}_{j+\frac{1}{2},k} = \langle hv \rangle_{j+\frac{1}{2},k} = (hv)^{\frac{+}{-}}_{j+\frac{1}{2},k} = 0, \forall j,k$. Thus, the draining time is equal to the global time step, i.e., $\Delta t_{\text{drain}} = \Delta t$.

First, we show that the update of the water levels satisfy the criteria above:

$$H^{(1),x}_{j+\frac{1}{2},k} = \frac{1}{a_{j+\frac{1}{2},k}^{+} - a_{j+\frac{1}{2},k}^{-}} \left[ a_{j+\frac{1}{2},k}^{+} - a_{j+\frac{1}{2},k}^{-} \right] \left[ (h + B)^{+}_{j+\frac{1}{2},k} - (h + B)^{-}_{j+\frac{1}{2},k} \right] = 0$$

as $B^{+}_{j+\frac{1}{2},k} = B^{-}_{j+\frac{1}{2},k} = h^{+}_{j+\frac{1}{2},k}$ and $(hu)^{+}_{j+\frac{1}{2},k} = (hu)^{-}_{j+\frac{1}{2},k} = 0$. The same holds for $H^{(1),y}_{j+\frac{1}{2},k}$ with $hv$. From this we get:

$$w_{j+\frac{1}{2},k}^{n+1} = h_{j+\frac{1}{2},k}^{n+1} + B_{j+\frac{1}{2},k} = h_{j+\frac{1}{2},k}^{n} + B_{j+\frac{1}{2},k} = w_{j+\frac{1}{2},k}^{n}.$$

Second, we analyze the update of the discharge using (II.43) and (II.44). Using the same argument and setting $u^{+}_{j+\frac{1}{2},k} = u^{-}_{j+\frac{1}{2},k} = v^{+}_{j+\frac{1}{2},k} = v^{-}_{j+\frac{1}{2},k} = 0$ at the points $p^{x} = p^{-}_{j+\frac{1}{2},k}$ and $p^{y} = p^{-}_{j+\frac{1}{2},k}$ where $h^{+}_{j+\frac{1}{2},k} = h^{-}_{j+\frac{1}{2},k} = h^{-}_{j+\frac{1}{2},k}$ and $h^{+}_{j+\frac{1}{2},k} = 0$, for the second and third component we obtain:

$$H^{(2),ax}_{j+\frac{1}{2},k} + H^{(2),ay}_{j+\frac{1}{2},k} = \frac{1}{a_{j+\frac{1}{2},k}^{+} - a_{j+\frac{1}{2},k}^{-}} \left[ a_{j+\frac{1}{2},k}^{+} - a_{j+\frac{1}{2},k}^{-} \right] \left[ (hu)^{+}_{j+\frac{1}{2},k} - (hu)^{-}_{j+\frac{1}{2},k} \right] = \frac{1}{a_{j+\frac{1}{2},k}^{+} - a_{j+\frac{1}{2},k}^{-}} \left[ a_{j+\frac{1}{2},k}^{+} - a_{j+\frac{1}{2},k}^{-} \right] \left[ (hu)^{+}_{j+\frac{1}{2},k} - (hu)^{-}_{j+\frac{1}{2},k} \right]$$

and

$$H^{(2),ay}_{j+\frac{1}{2},k} = \frac{1}{a_{j+\frac{1}{2},k}^{+} - a_{j+\frac{1}{2},k}^{-}} \left[ a_{j+\frac{1}{2},k}^{+} - a_{j+\frac{1}{2},k}^{-} \right] \left[ (hu)^{+}_{j+\frac{1}{2},k} - (hu)^{-}_{j+\frac{1}{2},k} \right] = 0.$$
where

\[
\begin{align*}
  h_{j+\frac{1}{2},k} &:= h_{j+\frac{1}{2},k}^- = h_{j+\frac{1}{2},k}^+ \quad \text{and} \quad h_{j+\frac{1}{2},k+\frac{1}{2}} := h_{j+\frac{1}{2},k+\frac{1}{2}}^- = h_{j+\frac{1}{2},k+\frac{1}{2}}^+; \\
  u_{j+\frac{1}{2},k} &:= u_{j+\frac{1}{2},k}^- = u_{j+\frac{1}{2},k}^+ \quad \text{and} \quad u_{j+\frac{1}{2},k+\frac{1}{2}} := u_{j+\frac{1}{2},k+\frac{1}{2}}^- = u_{j+\frac{1}{2},k+\frac{1}{2}}^+.
\end{align*}
\]

Following the same rules, it can straightforwardly be proven that \( H^{(3),i}(x,y) + H^{(3),i}(x,y) = \frac{\varepsilon}{2} h_{j+\frac{1}{2}}^2 \)
and \( H^{(3),x} = 0 \). Therefore, the finite update (II.43) and (II.44) for the studied steady state after substituting the source quadrature (II.9)–(II.10) reads as,

\[
(\tilde{h}_i)_{j,k}^{n+1} = (\tilde{h}_i)_{j,k}^n + \frac{\Delta t}{\Delta x} \left[ \frac{g}{2} \left( h_{j+\frac{1}{2},k}^2 - h_{j-\frac{1}{2},k}^2 \right) \right] + \Delta t S^{(3),i}_{j,k} + \Delta t S^{(3),x}_{j,k}
\]

where we have used

\[
\begin{align*}
  \frac{\left( h_{j+\frac{1}{2},k}^2 - h_{j-\frac{1}{2},k}^2 \right)}{2} &= -h_{j,k}^n \left( h_{j+\frac{1}{2},k} - h_{j-\frac{1}{2},k} \right), \\
  \frac{\left( h_{j+\frac{1}{2},k+\frac{1}{2}}^2 - h_{j-\frac{1}{2},k+\frac{1}{2}}^2 \right)}{2} &= -h_{j,k}^n \left( h_{j+\frac{1}{2},k+\frac{1}{2}} - h_{j-\frac{1}{2},k+\frac{1}{2}} \right). 
\end{align*}
\]

We have to verify (II.47) and (II.48). In the fully flooded cells, where \( w_{j,k} > B_{j+\frac{1}{2},k} \), we have

\[
\begin{align*}
  \frac{\left( h_{j+\frac{1}{2},k}^2 - h_{j-\frac{1}{2},k}^2 \right)}{2} &= \frac{h_{j+\frac{1}{2},k} + h_{j-\frac{1}{2},k}}{2} \left( h_{j+\frac{1}{2},k} - h_{j-\frac{1}{2},k} \right) \\
  &= h_{j,k}^n \left( w_{j,k} - B_{j+\frac{1}{2},k} - w_{j,k} - B_{j-\frac{1}{2},k} \right) = -h_{j,k}^n \left( h_{j+\frac{1}{2},k} - h_{j-\frac{1}{2},k} \right)
\end{align*}
\]

and thus (II.47) is satisfied. One can easily prove the same for (II.48). It remains to verify the solution for

\[
(\tilde{h}_i)_{j,k}^{n+1} = (\tilde{h}_i)_{j,k}^n + \frac{\Delta t}{\Delta y} \left[ \frac{g}{2} \left( h_{j,k+\frac{1}{2}}^2 - h_{j,k-\frac{1}{2}}^2 \right) \right] + \Delta t S^{(3),y}_{j,k} + \Delta t S^{(3),x}_{j,k}
\]

which can be satisfied by using (II.48). In the partially flooded cells, where \( w_{j,k} < B_{j+\frac{1}{2},k} \), we have \( h_{j-\frac{1}{2},k} = 0 \), and thus using (II.32) and (II.47) yields

\[
\begin{align*}
  \frac{\left( h_{j+\frac{1}{2},k}^2 \right)}{2} &= \frac{\Delta x_{j,k}^* h_{j+\frac{1}{2},k} \left( B_{j+\frac{1}{2},k} - B_{j+\frac{1}{2},k} \right)}{2} = -\frac{h_{j+\frac{1}{2},k}^2}{2} \Delta x_{j,k}^* (B_x)_{j,k}
\end{align*}
\]

which is true since at the studied-steady situation, \( x_{j,k}^* = x_{im}^* \), which implies that \( \Delta x_{j,k}^* = \Delta x_{j,k}^* \) and hence, \( -\Delta x_{j,k}^* (B_x)_{j,k} = h_{j+\frac{1}{2},k} \). Finally, we show the same for \( w_{j,k} < B_{j,k-\frac{1}{2}} \), \( h_{j,k-\frac{1}{2}} = 0 \) using (II.48):

\[
\begin{align*}
  \frac{\left( h_{j,k+\frac{1}{2}}^2 \right)}{2} &= \frac{\Delta y_{j,k}^* h_{j,k+\frac{1}{2}} \left( B_{j,k+\frac{1}{2}} - B_{j,k+\frac{1}{2}} \right)}{2} = -\frac{h_{j,k+\frac{1}{2}}^2}{2} \Delta y_{j,k}^* (B_y)_{j,k}
\end{align*}
\]

which is also true since \( y_{j,k}^* = y_{im}^* \). This implies that \( \Delta y_{j,k}^* = \Delta y_{j,k}^* \) and hence, \( -\Delta y_{j,k}^* (B_y)_{j,k} = h_{j,k+\frac{1}{2}} \).

This concludes the proof of the theorem. \(\square\)
Figure II.8: Comparison of drying of the KP and the HWP schemes. We simulate a wave run-up on a slope and visualize the solution after 1000 seconds. (a) Initial condition. (b) Solution of the KP scheme, where the upper part of the simulation domain is wet. There is a thin layer of water, which is incorrect. (c) Solution of the HWP scheme, the upper part of the domain is dry.

6 Evaluation

The new scheme proposed in this paper is denoted as HWP scheme. In order to test the scheme and compare it with an existing scheme, we implemented the HWP and KP [19] schemes for computation on graphics processing units (GPUs). We then performed a number of numerical experiments. As a first step, we analyzed a wave run-up on a slope. This simulation is followed by a verification against a two-dimensional parabolic basin benchmark for which an analytical solution exists. To demonstrate the stability and to measure the performance of the schemes, we created two real-world scenarios. The first is a breach-initiated flood in an urban area, and the second is a flood event in a rural area.

6.1 Wave Run-Up on a Slope

In this comparison, we compare the schemes on a small domain, where we simulate a wave run-up on a slope. We let the water oscillate for 1000 seconds and visualize the results (see Figure II.8). For the KP scheme, the upper part of the domain does not dry out. If a cell becomes wet, it will always contain a very thin layer of water, and will never dry out again. For the HWP scheme, the upper part of the slope dries out due to the new reconstruction and draining time step technique.

6.2 Parabolic Basin Benchmark

The analytical solution of the parabolic basin case was first introduced by Thacker [84]. It describes time-dependent oscillations of planar water surface in a parabolic basin. It serves as a good basis to compare different numerical schemes [15, 85, 86, 87, 88]. Recently, Sampson et al. [88] extended the solution of Thacker to support bed friction. However, their solution is limited to one dimension. In this two-dimensional case, we use the same setup as Holdahl et al. [89]. The bathymetry of the two-dimensional parabolic basin is given by:

\[ B(x, y) = D_0 \left( \frac{x^2 + y^2}{L^2} - 1 \right). \]  \hspace{1cm} (II.52)

The water surface elevation and the velocities are given by:

\[ w(x, y) = 2AD_0 (x \cos \omega t + y \sin \omega t + LB_0) \]
\[ u(x, y) = -A \cos \omega t \]
\[ u(x, y) = \pm A \sin \omega t \]

\[ \omega = \sqrt{\frac{2D_0}{L^2}}. \]  \hspace{1cm} (II.53)
where we set $D_0 = 1$, $L = 2500$, $A = \frac{1}{k}$, $B_0 = -\frac{g}{2L}$, the gravitational constant $g = 1$, the desingularization $c = 0.01$, and use $100 \times 100$ grid cells with a second-order accurate Runge-Kutta time integrator. Figure II.9 shows our simulation results for two snapshots in time, where we compare the solutions of the numerical solvers to the analytical one. We visualize a one-dimensional slice in $x$-dimension in the middle of the computation domain. We plot values $\psi_{k, \lambda}$ at cell centers, which are the average values. Both the KP and the HWP schemes capture well the water levels of the analytical solution. However, there is an error accumulating for the velocities along the wet/dry boundaries. This can be found in many schemes [18, 19, 89], and it is difficult to avoid. We can reduce the error by setting the desingularization $c$ to a higher value. However, higher $c$ values cause spurious oscillations in the KP scheme, which were not observed in the HWP scheme. Furthermore, for small water heights, numerical errors can be introduced when calculating the velocity $u = h u / h$. This is related to a limited floating-point precision [90].

6.3 Real-World Performance Benchmark in Cologne

In the first real-world scenario, we simulate a levee breach in the city of Cologne, Germany. This scenario models a failure of the mobile flood protection walls, which are installed along the river to protect the city. If the mobile wall collapses or the water height becomes high enough to overtop the walls, the city gets flooded. These two cases can happen in real-world situations, and it is important to understand their impacts.

In our case study, we simulate a one-hour long levee breach. We simulate the breach by opening a short section of the mobile walls and letting the water flow into the city (see Figure II.10a). The buildings are colored based on the computed damage, where grey represents no damage, yellow is the middle damage, and red is the highest damage [91].

To assess the performance of our numerical scheme, we carried out a benchmark and compared the number of executed time steps (iterations) of the two schemes. A longer time step size requires fewer iterations to simulate the same duration and thus increases the performance. Figure II.11 shows our performance results for a 60 minute long simulation run. The size of the simulation domain is $1.4 \times 1.6$ kilometers, it contains $277 \times 329$ cells, where each cell is $5 \times 5$ meters large. In this case study the KP scheme executes $\approx 4 \times$ more time steps than the HWP scheme. The average time step per second is $0.08678$ for the HWP scheme and $0.02253$ for the KP scheme. The reason for this is that the KP scheme is not well-balanced at the dry/wet boundaries, thus high velocities appear at these locations. To keep the scheme stable, the CFL condition is applied. This means that the size of the actual time step is computed based on the highest velocity in the computation.
6. Evaluation

Figure II.10: Real-world case studies. (a) Simulation of a levee breach caused by a failure of the mobile protection walls in the city of Cologne, Germany. The green line along the riverside represents the mobile protection wall. We removed a short section of the wall to simulate a breach (indicated in blue). The buildings are colored according to the damage, where red denotes high damage and grey no damage. (b) Results of a 5 days long hydrograph-based flood simulation in Lobau, Austria. The bathymetry is colored according to the elevation values. Red color represents higher altitudes, green color represents lower altitudes. Wet areas are shown in blue. The hydrograph is supplied for the short section at the bottom right corner.

Figure II.11: Real-world performance benchmark of a breach flood in the city of Cologne, Germany. We compare the time step performance of the KP and the HWP schemes. The figure shows the number of time steps as a function of the simulated time. Lower numbers correspond to longer time step sizes in the simulation and thus to increased performance. (a) Average number of time steps per minute. (b) Cumulative number of time steps during the simulated 60 minutes.

domain. Therefore, it acts as a limiting factor for the time step size. The HWP scheme does not suffer from this problem and can perform longer jumps in time while preserving numerical stability. We show both the instantaneous and cumulative number of time steps. Figure II.11a shows the average number of time steps per minute. Figure II.11b shows the total number of time steps for the 60 minutes long simulation run. During the first five minutes, the number of time steps is increasing, as the water starts to flow into the city. After five minutes, as the flow starts to stabilize, the number of time steps in the HWP scheme is stabilizing, too. In the KP scheme, the number of time steps continues to increase. Compared to the KP scheme, the HWP scheme is more stable with respect to the number of time steps.

6.4 Real-World Performance Benchmark in Lobau

The second case study involves the Lobau area, which is the alluvial backwater and floodplain of the Danube-Auen National Park. It extends on the left bank of the river Danube from river
kilometer (rm) 1918 to rkm 1908 downstream of the city of Vienna (see Figure II.10b). If the water level in the Danube rises, water flows from the river into the floodplain, causing regular flooding events. The size of the area is 1474 ha and it consists of floodplain forests and surface water bodies.

![Figure II.12: Velocity profile of the real-world simulation in Lőbau. The bathymetry is colored according to the velocity magnitude. (a) Simulation results of the KP scheme. High velocity spots (red) appear at the dry/wet boundaries. (b) Simulation results of the HWP scheme. No high velocity spots, the velocity profile is consistent.](image)

In this case study, we use a hydrograph from 13.01.2011 and simulate a 12 hours long flooding. The size of the simulation domain is 7.5 × 5 kilometers, it contains 2508 × 1682 cells, where each cell is 3 × 3 meters large. We simulate a period on 13.01.2011 for which we prescribe the hydrograph in the bottom right corner of the domain as a boundary condition. Both water level and discharge are prescribed. Discharge values describe the inflow from the Danube into the Lőbau. Even though this is a rural area and does not contain any buildings, it is challenging to perform simulations for this region, since it has a very complex bathymetry (lots of small channels and steep slopes). Here, we present only the first 12 hours of the simulation, since the KP scheme slows down dramatically after 12 hours and 50 minutes. At this point, the actual time step size is 0.000156 seconds and continues to decrease. The reason for this is that the velocities are accumulating and abnormally rising at the steep dry/wet boundaries limiting the time step size. Figure II.12 shows the high velocity spots, which are responsible for the simulation slow down. In the HWP scheme, the velocity profile is more consistent. For this special case, the HWP scheme was ≈ 8× faster compared to the KP scheme during the 12 hours long simulation. This difference gets higher as the time advances. Using the HWP scheme, we have successfully performed a 168 hours long simulation, where the solver remained stable.

![Figure II.13: Real-world performance benchmark of a flood event in the Danube-Auen National Park, in Lőbau, Austria. The figure shows the number of time steps as a function of the simulated time. Lower numbers correspond to longer time steps in the simulation and thus to increased performance. (a) Average number of time steps per minute. (b) Total number of time steps during the simulated 12 hours.](image)
Our new HWP scheme executes approximately the same number of time steps in both case studies, which is below 1000 time steps per minute. The KP scheme is not as stable regarding the number of time steps. For the first case study, the average number of time steps is between 1000 – 4000 time steps per minute, while for the second case study, it is continuously increasing (see Figure II.13).

7 Summary

We presented a two-dimensional numerical scheme for the SV system of the shallow water equations. We used a new two-dimensional reconstruction and a special correction procedure to ensure positive water heights and well-balanced states at partially flooded cells. The positivity of the water height is guaranteed by the draining time step, which is activated in the partially flooded cells if the divergence is positive. We proved that the scheme is well-balanced and positivity preserving in the presence of partially flooded cells. Furthermore, it preserves "lake-at-rest" and "dry lake" steady states, as well as their combinations. The scheme was verified against the analytical solution of the parabolic basin benchmark. We measured and compared the time step performance of the KP and HWP schemes for two real-world scenarios. The first scenario was a flood event caused by a breach in the flood protection walls of the city of Cologne. The second scenario considered a flooding in the national park of Lobau near Vienna, where we used a hydrograph as a boundary condition to simulate the incoming flood from the Danube river. The new scheme proved its stability and it also proved to be faster than the KP scheme, as it needs fewer time steps to simulate the same time span due to the removal of spurious high velocities at the wet/dry boundaries.
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Kepler Shuffle for Real-World Flood Simulations on GPUs
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Abstract

We present a new GPU implementation of two second-order numerical schemes of the shallow water equations on Cartesian grids. Previous implementations are not fast enough to evaluate multiple scenarios for a robust, uncertainty-aware decision support. To tackle this, we exploit the capabilities of the NVIDIA Kepler architecture. We implement a scheme developed by Kurganov and Petrova (KP), and a newer, improved version by Horváth et al. (HWP). The KP scheme is simpler but suffers from incorrect high velocities along the wet/dry boundaries, resulting in small time steps and long simulation runtimes. The HWP scheme resolves this problem but comprises a more complex algorithm. Previous work has shown that HWP has the potential to outperform KP, but no practical implementation has been provided. The novel shuffle-based implementation of HWP presented here takes advantage of its accuracy and performance capabilities for real-world usage. The correctness and performance is validated on real-world scenarios.

1 Introduction

Flood risk assessment is of key importance in minimizing damages and economical losses caused by flood events. These are challenging to predict due to nonlinear interactions between driving processes [51]. The first step in flood risk studies is the identification of flood prone areas [9]. This requires the implementation of hydrodynamic models that enable one to quantify the evolution of a flood and its hydraulic representative variables, e.g., water level and velocity.

The shallow water equations (SWE) are capable of modeling many flood phenomena such as levee breaches, flood plain inundations, tsunamis, dam breaks, or river flows in both rural and urban areas. Our primary interest is in decision making systems, where we evaluate many scenarios and select the solution with the best outcome [47]. Modern approaches allow the user to evaluate the uncertainties of the parameters considered in the simulation, requiring the simulation of many different scenarios, which is usually computationally expensive. Therefore, simulation runs have to be as fast as possible to reduce the overall time of finding the best solution.

The SWE are a set of hyperbolic partial differential equations, described by the Saint-Venant (SV) system, where the fluid motion is introduced by the gravitational acceleration. They are derived from depth-integrating the Navier-Stokes and the continuity equations, and represent wave propagation with a horizontal length scale much greater than the vertical length scale.

In this paper, we focus on schemes which are defined on Cartesian grids and present a new implementation of two shallow water schemes which are both able to handle “dry lake” and “lake at rest” steady state solutions. We discuss how to exploit the capabilities of modern graphics processing units (GPUs) using the CUDA programming model. We focus on the NVIDIA Kepler architecture and its newest features to achieve peak performance. We build upon the scheme of Kurganov and Petrova [19] (KP), and Horváth et al. [1] (HWP), which improves the former by avoiding spurious high velocities at the dry/wet boundaries. The HWP scheme is more complex, and hence it requires more GPU resources. Nevertheless, previous work has shown that the HWP scheme has the potential to outperform KP, since it can use longer time step sizes [1]. Until now, no implementation has been given to exploit this potential in practice. To accomplish this, we present a new implementation based on recent advancements in the GPU technology. In summary, this paper contributes the following:

- a new implementation of the HWP scheme which outperforms the less accurate KP scheme,
- exploitation of the Kepler shuffle instructions, which allows for an increased GPU occupancy and speed-up by requiring less shared memory and less explicit block synchronizations,
• extensive performance benchmarks of the implemented schemes and validation against real-world scenarios.

2 Related Work

In the numerical treatment of the SWE, the spatial domain is discretized. For this purpose, one can use an unstructured mesh or a structured mesh (Cartesian). Unstructured meshes have demonstrated good properties for the simulation of rainfall/runoff events [92]. Since cells do not establish preferential directions, this type reduces the mesh influence on the numerical results. Also, it is easy to adapt unstructured cells to capture local structures. The disadvantage of using unstructured meshes on the GPU is related to the mesh disorder, which makes it expensive to load and share data between threads [93]. Structured meshes have proved to be suitable for GPU computations [41]. Indeed, the GPUs have been optimized for memory access when Cartesian grids are used. The main advantage of structured meshes is the inherent order existing in their creation. On Cartesian grids, every cell knows its neighbors implicitly; no information on the topography is needed to maintain data dependencies. To overcome the limitation regarding capturing local structures, adaptive mesh refinement (AMR) [43] or the cut-cell approach [94] can be used.

Explicit numerical schemes are well suited for parallel execution on the GPU to solve hyperbolic partial differential equations [59, 95, 96, 97]. Hagen et al. [52] were among the first to deliver a GPU solver for the shallow water equations based on the first-order Lax-Friedrichs and the second-order central-upwind schemes. They achieve a 15-30 times speedup compared to an equivalently tuned central processing unit (CPU) version. Lastra et al. [61] implement a first-order well-balanced finite volume solver for one-layer SWE using OpenGL and Cg languages. Acuña and Aoki [49] propose a multi-GPU solution for tsunami simulations. They use overlapping kernels to compute the solution for x and y directions concurrently. Liang et al. [98] add a friction slope to the conservation of momentum to simulate tsunami inundation by using the MacCormack method. De la Asunción et al. [54, 60] demonstrate solvers for one-dimensional and two-dimensional SWE using the CUDA Toolkit. They show that an optimized CUDA solver is faster than a GPU version which is based on a graphics-specific language. Brodkorb et al. [40] implement three second-order schemes on the GPU. They discuss how single- and double-precision arithmetics affect accuracy, efficiency, scalability, and resource utilization. They show that double precision is not necessary for the second-order SWE [40]. Their implementation demonstrates that all three schemes map very well to the GPU hardware. Simulating real-world dam-break scenarios, de la Asunción et al. [85] and Brodkorb et al. [41] report relevant computational speed-ups in comparison to sequential codes. Moreover, Sætra and Brodkorb use a multiple GPU solver to tackle large-domain simulations and reduce both the memory footprint and the computational burden by using sparse computation and sparse memory approaches. Sætra et al. [43] are able to increase the grid resolution locally for capturing complicated structures or steep gradients in the solution. They employ adaptive mesh refinement which recursively refines the grid in parts of the domain. Vacondio et al. [99] implement an implicit local ghost cell approach, that enables the discretization of a broad spectrum of boundary conditions. They also present an efficient block deactivation procedure in order to increase the efficiency of the numerical scheme in the presence of wetting-drying fronts.

3 Numerical Schemes

In this section we summarize the underlying numerical theory of the implemented schemes. The hyperbolic conservation law described by the two-dimensional shallow water equations of the SV
system can be written as:

\[
\begin{bmatrix}
  h_t \\
  hu_t \\
  hv_t
\end{bmatrix}
+ \begin{bmatrix}
  hu_x & + & \frac{1}{2}gh^2 \\
  hu_x & + & \frac{1}{2}gh^2 \\
  hv_y & + & \frac{1}{2}gh^2
\end{bmatrix}
+ \begin{bmatrix}
  0 \\
  -ghB_x \\
  -ghB_y
\end{bmatrix}
+ \begin{bmatrix}
  0 \\
  -gu\sqrt{u^2 + v^2}/C^2 \\
  -gv\sqrt{u^2 + v^2}/C^2
\end{bmatrix},
\]

where \( h \) represents the water height, \( hu \) is the discharge along the \( x \)-axis, \( hv \) is the discharge along the \( y \)-axis (Figure III.1a), \( u \) and \( v \) are the average flow velocities, \( g \) is the gravitational constant, \( B \) is the bathymetry, and \( C \) is the Chezy friction coefficient. We use the relation \( C = \frac{1}{n}h^{1/6} \), where \( n \) is Manning’s roughness coefficient. Subscripts represent partial derivatives, i.e., \( U_i \) stands for \( \frac{\partial U}{\partial x} \).

![Figure III.1: Schematic view of a shallow water flow, definition of the variables, and flux computation. a) Continuous variables. b) The conserved variables \( U \) are discretized as cell averages \( \bar{U}_{ij} \). The bathymetry function \( \bar{B} \) is approximated at cell interface midpoints. c) Slopes of the water surface \( (\bar{U}_i)_{ij} \) are reconstructed using the minmod flux limiter. d) Left- and right-sided point values are computed at cell interface midpoints. The red circle indicates that a negative water height is computed. Since water heights cannot be negative, they are corrected before the flux computation. e) Fluxes are computed using the central-upwind flux function at the cell center interfaces.](image)

In vector form the system can be written as:

\[
U_t + F(U, B)_x + G(U, B)_y = S_B(U, B) + S_f(U),
\]

where \( U = [h, hu, hv] \) is the vector of conserved variables, \( F \) and \( G \) are flux functions, \( S_B \) and \( S_f \) represent the bed slope and bed friction source terms respectively.

Herein, we focus on two numerical schemes, the first one developed by Kurganov and Petrova [19] and its improved version developed by Horváth et al. [1]. A good numerical scheme should be able to exactly preserve both “lake at rest” and “dry lake” steady states as well as their combinations. The methods that exactly preserve these solutions are termed “well-balanced” [17, 62, 63, 64, 100, 101, 102].

### 3.1 Kurganov-Petrova Scheme (KP)

The KP scheme is based on a two-dimensional central-upwind second-order numerical scheme developed by Kurganov and Petrova [19]. It allows for a discontinuous bathymetry and is more suitable for GPU implementation than its predecessor [18]. To avoid negative water heights \( h \) and preserve well-balancedness, the KP scheme changes from the variables \([h, hu, hv]\) to \([w, hu, hv]\), where \( w = h + B \) represents the water surface (Figure III.1a). Kurganov and Levy use a non-oscillatory conservative piecewise linear reconstruction of \( w \), which is properly corrected near dry areas, without switching to a reconstruction of \( h \) there. The correction relies on the fact that the original bottom function \( B \) is replaced with its continuous piecewise linear approximation. However, near dry areas and at the dry-wet boundaries the scheme can still cause large errors in the flux calculations, since the water height can become very small or even zero. Due to \( u = \frac{hu}{h} \) and \( v = \frac{hv}{h} \), these computations may lead to large errors in the partially flooded cells for small water heights and they have a singularity at zero water height \( (h = 0) \). To deal with this problem,
Kurganov and Levy use the desingularization:

\[ u = \frac{\sqrt{2}h \left( h w \right)}{\sqrt{h^4 + \max\left( h^4, e \right)}}, \quad v = \frac{\sqrt{2}h \left( h v \right)}{\sqrt{h^4 + \max\left( h^4, e \right)}}, \]  

(III.3)

where \( e \) is a small apriori chosen positive number. This has a dampening effect on the velocities as the water height approaches zero. Determining a proper value for \( e \) is a difficult task. High values lead to large errors in the simulation results, while low values give small time steps. There is one more problem related to the partially flooded cells. A correction to the reconstruction has to be applied. This correction solves the positivity problem and guarantees that all water heights are non-negative. However, at the partially flooded cells, it can lead to large errors for small water heights and the flow velocity will grow smoothly in these formerly dry areas, since the correction is not well-balanced there. High velocities in the domain cause small time steps, thus poor performance of the scheme and slower simulation. Another issue related to this correction is that the water climbs up on the shores at the dry/wet boundaries. Finally, if a cell becomes wet, it will almost never be completely dry again.

### 3.2 Horváth-Waser-Perdigão Scheme (HWP)

The HWP scheme is an improved version of the KP scheme. It introduces a new reconstruction and the draining time step (DTS) technique to restore the well-balancedness for the partially flooded cells. This scheme is well-balanced, positivity preserving, and handles dry states. The latter is ensured by using the DTS technique in the time integration process, which guarantees non-negative water depths. Unlike the KP scheme, the new technique does not generate high velocities at the dry/wet boundaries, which are responsible for small time step sizes and slow simulation runs. The new scheme preserves “lake at rest” steady states and guarantees the positivity of the computed fluid depth in the partially flooded cells. Due to the new reconstruction procedure, this scheme has some additional computations compared to the KP, and thus it is computationally more expensive. It detect partially flooded cells and computes a new waterline for them. This information is used to reconstruct proper point values at the cell interfaces and to ensure well-balancedness. It reduces the non-physical high velocities at the dry-wet boundaries and allows for longer time steps which results in shorter simulation runtimes.

### 3.3 Spatial Discretization

The same spatial discretization is applied to both schemes on a uniform grid (Figure III.2), where the conserved variables \( U \) are defined as cell averages (Figure III.1b). The bathymetry is given as a piecewise bilinear surface defined by the values at the cell vertices. The fluxes are computed at the integration points, i.e., at the midpoints of the cell interfaces. The central-upwind semidiscretization of (III.1) can be written down as the following system of time-dependent, ordinary differential equations (ODE):

\[
\frac{d}{dt} U_j^{k} = - \left[ F \left( U_{j+\frac{1}{2},k} \right) - F \left( U_{j-\frac{1}{2},k} \right) \right] - \left[ G \left( U_{j,k+\frac{1}{2}} \right) - G \left( U_{j,k-\frac{1}{2}} \right) \right] \\
+ S_f \left( U_{j,k}, B_{i,k} \right) + S_f \left( U_{j,k} \right) \\
= R_f + G \left( U_{j,k} \right) + S_{B+f} \left( U_{j,k}, B_{i,k} \right) \]  

(III.4)

where \( U_{j\pm\frac{1}{2},k} \) and \( U_{j,k\pm\frac{1}{2}} \) are the reconstructed point values at the cell interface midpoints.

In order to compute the fluxes \( F \) and \( G \) across the cell interfaces, we start with reconstructing the water surface. A planar surface is computed for each cell using the cell averages \( \bar{U} \) and a piecewise bilinear approximation, which determines the slope of the water in the cells (Figure III.1c).
This slope reconstruction is performed using the generalized minmod flux limiter:

\[ (U_d)_{j,k} = \text{minmod}(\theta b, c, \theta f), \]  

(III.5)

where \((U_d)_{j,k}\) are the derivatives of the conserved variables in \(x\) or \(y\) direction, \(b, c, f\) are the backward, central, and forward difference approximations of the derivative, that is the slope of the water surface within cell \(C_{j,k}\). The parameter \(\theta \in [1, 2]\) is used to control the numerical viscosity of the scheme. Here we use \(\theta = 1.3\) as suggested by Kurganov and Levy [18]. The index symbol \(d\) indicates the direction of the derivation, which can be \(x\) or \(y\) in our case. The minmod flux limiter is defined as:

\[
\text{minmod}(z_1, z_2, z_3) = \begin{cases} 
\min_j \{z_j\}, & \text{if } z_j > 0 \quad \forall j, \\
\max_j \{z_j\}, & \text{if } z_j < 0 \quad \forall j, \\
0, & \text{otherwise},
\end{cases}
\]  

(III.6)

and is applied in a componentwise manner to all three elements \([\varphi, \bar{u}, \bar{v}]\) of the vector \(\bar{U}\).

In general, the slope reconstruction produces negative water heights \(h\) at the integration points in the partially flooded cells. If the water height becomes negative, the computation breaks down since the eigenvalues of the system are \(u \pm \sqrt{2}h\) and \(v \pm \sqrt{2}h\). Hence, these values have to be corrected while maintaining mass conservation. The KP correction solves the positivity problem by raising and lowering the water level at the left and right side of the cell according to the bathymetry function. This guarantees that all water heights are non-negative. However, this violates the well-balancedness of the scheme at the dry/wet boundary causing high velocities to appear. The HWP scheme uses a more complex correction, which preserves the well-balancedness and reduces the spurious velocities. The slope reconstruction is followed by the point value computation. For every cell interface at the integration points, point values are reconstructed (Figure III.1d). Each cell interface has two point values, one from the cell on the left and one from the right. Based on these point values, we compute the fluxes using the central-upwind flux function (Figure III.1e). In order to do so, we need to calculate the local speed values \(u = \bar{u}/h\) and \(v = \bar{v}/h\) at the integration points. This leads to large errors as the water height \(h\) approaches zero and can produce high velocities and instabilities. Since the time step size is calculated using
the maximum velocity component in the domain (III.8), it is also affected by this problem. To reduce the effect of these high velocities, we have to apply the desingularization (III.3). Finally, we compute the bed slope source term $S_B$ and the friction source term $S_f$.

### 3.4 Temporal Discretization

We have discussed the spatial reconstruction of the point values and the flux computation. In the following, we continue with the time-quadrature for the fluxes applied to both schemes. We discretize the semi-discrete scheme (III.1) in time, and advance by $\Delta t$ using a standard second-order accurate total variation diminishing (TVD) Runge-Kutta scheme [103, 104]:

$$
\begin{align*}
U_{n+1}^{*, j,k} &= U_{n, j,k}^{*} + \Delta t \left( R_{F+G} (U_{n}^{*})_{j,k} + S_{B+f} \left( U_{n, j,k}^{*}, B_{j,k} \right) \right), \\
U_{n+1}^{j,k} &= \frac{1}{2} U_{n, j,k}^{*} + \frac{1}{2} \left[ U_{n+1}^{*, j,k} + \Delta t \left( R_{F+G} (U_{n}^{*})_{j,k} + S_{B+f} \left( U_{n, j,k}^{*}, B_{j,k} \right) \right) \right],
\end{align*}
$$

where $\Delta t$ is the time step. In order to keep the numerical integration stable, the time step size is limited by the Courant-Friedrichs-Lewy (CFL) condition [19, 66, 67]:

$$
\Delta t \leq \frac{1}{4} \min \left( \frac{\Delta x}{\max_{\Omega} (u \pm \sqrt{gh})}, \frac{\Delta y}{\max_{\Omega} (v \pm \sqrt{gh})} \right),
$$

where $\Omega$ represents the whole simulation domain.

Replacing the second-order Runge-Kutta scheme with the first-order Euler scheme, the time integration (III.6) reduces to:

$$
U_{n+1}^{j,k} = U_{n, j,k}^{*} + \Delta t \left[ R_{F+G} (U_{n}^{*})_{j,k} + S_{B+f} \left( U_{n, j,k}^{*}, B_{j,k} \right) \right]
$$

We note that the HWP scheme applies a different time step computation for the partially flooded cells. It is based on the flux divergence of these cells. For more details on the draining time step computation we refer the reader to the related work [1].

### 4 Graphics Processing Units and the CUDA Platform

In this section, we introduce the concepts of the CUDA programming model which are most relevant for our implementation of the aforementioned schemes. We discuss performance and memory considerations from the perspective of our flux computation kernel, which is by far the most time-consuming and resource-intensive computational step in our algorithm.

On a GPU, parallel tasks are called threads. These are scheduled and executed simultaneously in groups referred to as warps. One warp contains 32 threads, which is the number of threads effectively processed in parallel by one CUDA streaming multiprocessor (SM). GPUs have many SMs, e.g., a GeForce Titan has 14 SMs running in parallel to increase the effective parallelism. Furthermore, threads are organized into larger structures called blocks, and blocks are organized into grids [39].

#### 4.1 Memory Usage

Understanding the CUDA memory model is often the key to achieving high performance on an NVIDIA GPU. The model consists of different regions with varying scopes, latencies and
bandwidths. All threads have access to the same global memory. Shared memory is visible to all threads within a block with the same life time as the block. Each thread has its private registers and local memory.

*Global memory* resides in the device memory, which is the slowest, but the largest one. It is allocated and freed by the programmer. The device memory is accessed via 32, 64, or 128 byte memory transactions. These memory transactions must be aligned. Only the 32, 64 or 128 byte segments of device memory, all of them of the same size, can be read or written by memory transactions. In our implementation, we use a structure of arrays (SoA) to store elements of a vector, instead of using an array of structures (AoS), since performance is significantly affected by memory access patterns [38, 39, 46]. Therefore, when using SoA, all threads in a warp access the same relative address when loading and storing the same element of a vector.

*Local memory* is often mentioned as virtual memory. It is allocated by the compiler, e.g., if one uses large structures or an array that would consume too much register space. It resides in the global memory, and it is cached in L1 and L2 caches. If done right, one can use local memory to avoid costly memory transfers, but if the caches are overused and data are often evicted, the memory traffic and instruction count will be increased with a negative effect on the performance. Therefore, it is always necessary to profile the application. The best practice is to avoid the usage of the local memory whenever possible.

In this work, we focus on the on-chip memory, that is, registers and shared memory. *Shared memory* has much higher bandwidth and much lower latency than the local or the global memory. To achieve high bandwidth, it is divided into equally-sized memory modules, called banks, which can be accessed simultaneously by the threads. On the Kepler architecture, the shared memory has 48KB and it is organized into 32 banks. However, if two threads in a warp access different memory from the same bank, a bank conflict occurs, and the access is serialized. To get maximum performance we have to minimize these bank conflicts. In our flux kernel, we store temporal variables in shared memory using 2D-arrays. Bank conflicts can happen when accessing elements in the y direction, but not in the x direction. To circumvent this, we allocate arrays of \( \text{blocksize} \times (\text{blocksize} + 1) \). By adding a padding element of 1, we avoid the bank conflicts.

With the introduction of the Kepler shuffle instructions, programmers have been provided with a new memory feature to increase performance. As a faster alternative to shared memory, the Kepler shuffle can be used to efficiently share values between threads in a warp-synchronous manner. On earlier hardware, this could only be done by using shared memory. This involved writing data to the shared memory, synchronizing threads, and then reading the data back from the shared memory. The Kepler shuffle enables a thread to directly read a register from another thread in the same warp. This allows threads in a warp to collectively exchange or broadcast data. In our case, every warp is split into two rows of 16 grid cells (Figure III.3). The shuffle up instruction sends a value of a cell to the next cell on the right. Since the right most cell does not have any cell on the right, it will send its values to the first one, indicated by the dashed lines in Figure III.3. By applying the shuffle down instruction, we can shift data in the opposite direction.
4.2 Block Size and Occupancy

Choosing a good block size is essential for achieving high performance. The number of threads in the block should be a multiple of the warp size, which is currently 32. Blocks should contain at least 192 threads to hide arithmetic latency [39]. One of the keys to good performance is to keep the multiprocessors on the device as busy as possible. The occupancy value is the ratio of the number of active warps per multiprocessor to the maximum number of possible active warps. Higher occupancy does not always imply higher performance. Above a certain level, additional occupancy does not improve performance. Factors that determine occupancy are the number of registers used per thread and the amount of shared memory used per block. Excess consumption of these resources limits the number of blocks and warps per multiprocessor. Low occupancy always interferes with the ability to hide memory latency, resulting in performance degradation. In our flux kernel, we use $16 \times 16$ threads per block. On devices with compute capability 3.5, each multiprocessor is able to schedule 2048 threads simultaneously, i.e., 8 blocks per multiprocessor in our case. Furthermore, we require 32 registers per thread and, consequently, 8096 registers per block. Since devices with compute capability 3.5 have 65536 registers per multiprocessor, 8 blocks could be scheduled in a single multiprocessor. Regarding shared memory, when using the shuffle instructions, the flux kernel requires 4 temporary floating-point variables, which leads to a total of $16 \times 17 \times 4 \times 4 = 4352$ bytes of shared memory per block (the factor 17 stems from the padding of 1 to avoid bank conflicts). This means, we can achieve nearly 100% occupancy as we are limited neither by shared memory nor by register usage. However, if we do not use the shuffle instructions, we need 18 temporary floating-point variables to store in the shared memory, which results in $16 \times 17 \times 18 \times 4 = 19584$ bytes, and the occupancy drops to 25%.

5 Implementation

We implemented a shallow water simulator as a plugin node for the Visdom framework [48]. Visdom is a software framework that integrates simulation, visualization and analysis to assist decision making. The simulator was implemented with C++ and the NVIDIA CUDA Toolkit 6.5. The framework comprises multiple modules responsible for processing various tasks. Each
module can be a node of a generic data-flow network [105]. Nodes can directly import data or access the results produced by other nodes. In our case, the bathymetry node loads and samples the terrain for the shallow water node. The shallow water node simulates the fluid flow, and the simulation results are visualized using the OpenGL-based view node.

Our simulation node comprises several classes and uses C++ templates on both CPU and GPU sides to achieve the highest runtime performance. Being supplied with all the inputs, the node computes the required amount of memory needed for the simulation and allocates the buffers. The simulation parameters such as the domain and cell size are uploaded to the constant memory of the GPU, where all kernels can access them. Our simulator supports dynamic modification of the input parameters, e.g., to simulate the effects of barriers that can be placed into the scene. For the shallow water simulation, we need 11 buffers of the size of the simulation domain, 2 to hold the bathymetry values, 3 + 3 to hold the values of $U_{j,k}$ and $U_{j,k'}$, and 3 to hold the flux
values combined with the source terms. We need one more floating-point value per block to hold the maximum speed value of a block. In addition, smaller buffers are used to provide other features, but their sizes are insignificant compared to the domain size. The shallow water node supports hydrograph-based simulations. A hydrograph is a function describing the development of local water level and discharges over time, often used for specifying time-dependent boundary conditions. The hydrographs are stored as indices of the affected cells, along with time-varying data of the water elevations and velocities.

5.1 Domain Partitioning

We coarsely decompose the problem into sub-problems that can be solved independently in parallel by blocks of threads. Each sub-problem is then split into finer pieces that can be solved cooperatively in parallel by all threads within a block. In case of our flux kernel, each block contains $16 \times 16$ threads or cells. The flux kernel loads data for all cells, but produces fluxes only for the inner cells (inner block), as shown in Figure III.5. The inner block size is defined by the computational stencil which is the number of neighboring cells needed to compute the fluxes at a particular cell. The computation of the flux for the inner block requires data from more cells than it contains. Additional cells from adjacent inner blocks, called ghost or halo cells, are needed. Therefore, the outer blocks must be bigger and overlap each other. The stencil differs for the KP and HWP schemes. In case of KP, the flux kernel outputs fluxes for the inner $12 \times 12$ cells. When using the HWP scheme, the inner block is smaller and contains $10 \times 10$ cells, since it requires one more ghost cell in every direction.

5.2 Simulation Steps

Figure III.4 shows the main computation steps of our simulation process. The computation starts by calculating the fluxes ① for all cells in the domain. The time step ② is computed next. The maximum speed value in the domain is used in order to compute the time step size according to (III.8). After computing the fluxes and the maximum time step size, the time integration ③ follows. In addition, each block containing wet cells is marked as active. The last of the four main simulation steps is the application of the boundary conditions ④. At this point, the process can exit the simulation loop if the desired simulation time is reached. Otherwise, the computation proceeds. If no hydrograph is supplied to the simulation node and the sparse computation is disabled, the simulation skips the steps ⑤-⑥ and jumps to the flux computation ① again. However, if the hydrograph input is present, its properties are computed for the current time step ⑤. Another feature of the simulation node is the sparse block computation, adopted from [25]. Initially, all blocks are marked as wet. After evolving the solution in time, the integration kernel checks if there is at least one wet cell in the block and stores the information in the global memory. If a hydrograph is supplied and the sparse computation is enabled, the blocks containing hydrograph
cells should be activated as well. If a block is active, its neighbors could be flooded in the next time step, thus, all adjacent blocks are activated, too. Indices of active blocks are compacted (6) and used by the flux and time integration kernels to process only wet blocks.

The system can perform the first-order Euler or second-order Runge-Kutta time integrations. For the second-order accuracy, we make two simulation iterations, whilst for the first-order Euler method, only the first iteration is needed. The first iteration follows all computation steps of the simulation loop. The second iteration requires only three computation steps (Figure III.6).

1 Flux computation The flux kernel is computationally the most expensive of our parallel routines. It is responsible for computing the source terms and the fluxes over all four interfaces of each cell. We have identified the six most important steps in the code and labeled them from (a) to (f) in Figure III.7 and Figure III.8. Figure III.8 provides an overview of the code. Figure III.7 illustrates the role of the register and shared memory spaces of a block while the kernel is being executed. Our code design is guided by the principle of achieving a maximum amount of warp-
synchronous computations. On the GPU, each warp processes $2 \times 16$ cells, i.e., two rows of a block at once. Due to this, threads of different columns are able to share data with each other without any performance loss. In contrast, the communication between threads across different rows is slower since it requires explicit warp synchronizations. Whenever possible, threads should exchange data across columns only. We suggest a method of data transposition to layout the required data in x-direction before the actual computations are done.

The kernel starts by allocating in shared memory four 2D-arrays required to hold the temporary variables. (a) The conserved variables $U_{i,j}$ and the bathymetry values at the right cell interface midpoints $B_{i,j+\frac{1}{2}}, B_{i+\frac{1}{2},j}$ are loaded from global memory into registers, totalling to five floating-point numbers per cell. (b) At this stage, we can directly proceed with the warp-synchronous computation of the fluxes in x-direction without waiting for thread synchronization, since all required data has been loaded by the same warp. The computation exploits multiple shuffle instructions, factored out into the re-usable calcFlux subroutine (details follow later). (c) Next, we copy the bathymetry value in y-direction and the conserved variables to the shared memory. Notice, that they are assigned to the 2D-array element by swapping the x and y indices associated with the thread (transposition). Now we have to wait until this process has been completed by all threads from all warps within the block. An explicit synchronization barrier assures that all data is available for computing the flux in y-direction. Then we simply load the data from shared memory without swapping indices. (d) The stencil for the y-flux is now arranged in x-direction of the block, and we can reuse our efficient shuffle-based calcFlux function. One might argue that the necessary data in y-direction could be loaded from global memory again. However, this would significantly lower the performance, not only because the same values have to be loaded twice, but also due to coalescing rules. Parallel threads running the same access instruction to consecutive locations in global memory achieve the most efficient memory transfer. Since the data in global memory is organized row after row in a linear array, the access in y-direction is not favorable. The flux kernel proceeds with (e) transposing the computed y-fluxes. This way, the y-fluxes are now stored at the correct cell locations in shared memory. Next, we need to synchronize the threads to ensure that all threads have finished flux computations. (f) The kernel concludes by loading these values without swapping indices, and combines them with the x-flux and the source terms. The result is stored as a three-element vector in global memory.

In the calcFlux subroutine, the differences between KP and HWP become apparent (Figure III.9). HWP exhibits a more elaborate behavior from the GPU perspective. The relevant code sections are marked in red. HWP has to detect the partially flooded cells and treat them differently according to a set of rules. This results in a more complex branching pattern that slows down the process. For the computation of the point values at the cell interfaces (Figure III.1d), the subroutine acquires all the necessary data from the neighboring cells through shuffling the input values by one index, and in case of HWP, also by two indices. In KP point values are reconstructed in the same way at all cells. HWP makes a distinction between partially flooded cells and fully wet cells. Moreover, the treatment of the partially flooded cells depends on the local bathymetry steepness and the amount of water contained in the neighboring cells. Consequently, the execution path divergence is greatly influenced by the current simulation status. There are multiple if-else blocks where we cannot guarantee that half-warps take the same execution path. This breaks the parallel execution of the warp and introduces some overhead compared to KP. After the reconstruction of all point values, the subroutine proceeds with computing the flux at the right cell interface (Figure III.1e). Here, the two schemes exhibit slight differences which are not crucial from the implementation point of view. The subroutine continues by acquiring the flux at the left interface through shuffling. The use of the shuffle instruction avoids to compute the same flux twice, first time for cell $C_{ij}$ and second time for cell $C_{i+1,j}$. Finally, the fluxes at both interfaces are used to evaluate the flux at the current cell according to the central upwind flux function.

As a side effect, the flux kernel evaluates the maximum speed value inside a block. This value is later needed to compute the time step size for the time integration. Our calculation of the maximum speed value is based on the commonly used butterfly-reduction pattern. We exploit the exclusive-or shuffle instructions to accelerate this process.

2) Time step reduction The time step reduction kernel is responsible for finding the highest
SUB: float3 calcFlux (w = waterLevel, dischargeX, dischargeY, bathRightInterfaceX)

// Fetch bathymetry at left interface by shuffling
float bathLeftInterfaceX = __shfl_up(bathRightInterfaceX, 1, blockSize); ← $B_j^{1, k}$

// Calculate average water level and determine whether the cell is partially flooded
// HWP specific
bool isPartiallyFlooded = waterDepth < (cellSize * 0.5f) *
    abs(bathLeftInterfaceX - bathRightInterfaceX) / cellSize;

// Reconstruct water levels and discharges at cell interfaces
// Use shuffle to fetch water levels needed for minmod reconstruction
float wCellLeft = __shfl_up(w, 1, blockSize); ← $W_{j-1, k}$
float wCellRight = __shfl_down(w, 1, blockSize);
...

// Variables at left-left / right-right cells could be needed and shuffling must be
done outside the following if-blocks to make sure that all data is available
float wCellLeftLeft = __shfl_up(w, 2, blockSize); ← $W_{j-2, k}$
float wCellRightRight = __shfl_down(w, 2, blockSize); ← $W_{j+2, k}$
...

if (isPartiallyFlooded)
{
    // Compute point values for the conserved variables at the inner cell interfaces
    float2 wPointVal = reconstruct (wCellLeft, w, wCellRight);
    ...
} else // HWP specific
{
    // Bathometry steepness needed for cases below
    float bathSteepness = (bathRightInterfaceX - bathLeftInterfaceX) / cellSize;

    // At the partially flooded cells, branching occurs
    if (isFullyFlooded(leftCell) && bathSteepness > 0)
    {
        float2 wPointVal = reconstructAtPartial
            (wCellLeftLeft, wCellLeft, w, bathLeftInterfaceX);
    }
    else if (isPartiallyFlooded(leftCell) && bathSteepness > 0)
    ...
    ...
}

// Equivalent reconstruction for point values of discharges
float dischargeXPointVal, dischargeYPointVal = ...;

// Compute flux at right interface using the point values
// KP and HWP differ slightly here
float fluxRightInterfaceX = interfaceFlux
    (wPointVal.y, wPointValCell.right.x, dischargeXPointVal.y, ...);
float fluxLeftInterfaceX = __shfl_up(fluxRightInterfaceX, 1, blockSize);

// Conclude by computing the flux at the current cell
return centralUpwind (fluxLeftInterfaceX, fluxRightInterfaceX);

Figure III.9: Subroutine calcFlux to evaluate the flux in any direction. The function assumes that the stencil is organized in x-direction, no matter if invoked for the computation of the y-flux. HWP requires additional work for the correct treatment of partially flooded cells (red parts).

speed value within the whole domain. Based on the values obtained for each block, this kernel employs a similar butterfly reduction to evaluate the maximum speed value for the entire grid.
The maximum allowed time step size is then calculated according to the CFL condition (III.8).

3 Time integration The time integration kernel advances the solution in time and performs one sub-step of the Runge-Kutta integrator. Since the kernel does not require any ghost cells, its block size has the same dimensions as the inner block of the flux kernel. The kernel starts by reading the conserved variables $U_{jk}$, the average bathymetry value $B_{jk}$ at the cell center, and the combined fluxes $F_{j+0.5}^G (U)_{jk}$. After this, the solution advances in time. In addition, one has to ensure that no negative water heights are produced due to floating-point round-off errors.

4 Global boundary conditions Our global boundary condition kernel implements four types of boundary conditions using global ghost cells. The supported types are reflective or wall boundaries, inlet discharge, free outlet, and fixed water elevation. To implement these boundaries, we have to manually set both the cell averages and the reconstructed point values at the cell interface midpoints. Similarly to Brodtkorb et al. [41], we exploit the property of the minmod limiter. We recall that the minmod limiter uses the forward, central and backward difference approximations to the derivative, and always selects the least steep slope, or zero if any of them have opposite signs. We are allowed to set the reconstructed point values to arbitrary values as long as we ensure that the least steep slope is zero. To fulfill this condition, we need two ghost cells in each direction at the boundaries of the domain. Global ghost cells are updated at every step and thus they do not need any special treatment different from the handling of the interior cells.

The wall boundary condition is implemented by mirroring the last two interior cells at the boundary and changing the sign of the velocity component perpendicular to the boundary. The input discharge and fixed water elevations are implemented similarly. For the former, we set a fixed discharge value, whereas for the latter, a fixed water elevation. The free outlet is implemented by copying the values of the cell averages of the last interior cell to the two ghost cells.

5 Local boundary conditions Inside the domain, we support local boundary conditions to simulate phenomena such as sewer overflow scenarios or to apply a hydrograph. A hydrograph, describing a local water level and discharge over time, can be attached to multiple cells to impose time-varying inlet boundaries. At every time step, we compute the water level and velocity vectors for each affected cell by interpolating the hydrograph function values.

6 Sparse computation The sparse computation is used to exclude blocks that do not contain water. The time integration kernel marks the active blocks that contain wet cells or have cells with non-zero discharges. After this, we compact the indices of the active blocks. On the next iteration, these indices are loaded by the flux and integration kernels to find the offsets of the active blocks. If the sparse block computation is enabled, we have to activate blocks which contain hydrograph cells, since the hydrograph water depths could start at zero and increase later during the simulation. Therefore, it is necessary to track if the hydrograph cells become active. If they become inactive again, they will be excluded from the computation.

6 Evaluation

In this section, we provide a performance analysis of our latest, shuffle-based (SB) implementations of HWP and KP compared to previous, shared-memory-only (SMO) versions. The comparison is done using real-world scenarios. Our benchmarks run on a desktop PC equipped with a 3.4 GHz quad core Intel Xeon CPU and 16 GB RAM. We use an NVIDIA GeForce Titan graphics card which has 6 GB GDDR5 memory. GPU sources are compiled with CUDA v6.5 using the compiler flags shown in Table III.1.
-arch=sm_35  
-maxregcount=32  
-ftz=true  
-prec-div=false  
-prec-sqrt=false  
-Xptxas -dlcmca

NVIDIA GPU architecture to generate.  
Max. amount of registers per thread.  
Flush denormals to 0.  
Force fused multiply-accumulate operations.  
Faster, but less accurate division.  
Faster, but less accurate square root.  
Increases the L1 cache to 48 KB.

Table III.1: NVCC flags used to compile CUDA source files.
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Figure III.10: Simulated dam break of Malpasset. The water extent at the time step 4000 s is shown (blue). The simulation results are verified with the experimental data obtained from laboratory models at the displayed locations (green labels).

6.1 Validation: Malpasset Dam Break

Before testing the simulation speed, we evaluate the correctness of our new solver using the well-known historical Malpasset dam break event. Our validation is based on the dataset available from the [106] samples. The original dataset consists of 104 000 unstructured points. The corresponding simulation grid contains $1149 \times 612$ cells, each cell of the size of 15 × 15 m. We set the desingularization constant $\varepsilon = 0.40$ m and use two Manning coefficients $n = 0.025$ m$^{1/3}$/s, and $n = 0.033$ m$^{1/3}$/s. We use CFL = 0.25 in all our simulations and simulate the first 4000 seconds after the actual breach.

We employ the outcome of laboratory experiments on a 1:400 scale model to verify the correctness of our numerical results. In these experiments, researchers have recorded wave front arrival times [107] and maximum water elevations [108] at 14 wave gauge locations (S1-S14). Our verification uses only locations S6-S14, since no data is available for the other gauge locations. Figure III.10 displays the measurement points and the water extent after 4000 seconds of simulated model time.

Figures III.11-III.12 show our simulation results compared to the physical data acquired by the laboratory model. Overall, there is good agreement with the measurements. Small discrepancies between the scale model and the numerical results were also reported by others [41, 109, 102], and our results are consistent with these. We simulated two different roughness values for the terrain.
and compared the maximum water elevations and wave arrival times. The roughness value 0.025 is associated with gravely earth channels, and the roughness value 0.033 corresponds to weedy, stony earth channels and floodplains with pasture and farmland. The higher the roughness value, the slower the flow velocity, which causes the water level to increase for the same discharge. This effect is visible in Figure III.11, where the elevation values are slightly increased when using the higher roughness value. The wave arrival times are more affected by the roughness value than the water elevations. A higher roughness value results in slower wave propagation. We note that, with a uniform roughness value across the whole domain, we can approximate the real-world process to a certain extent only. Usually, the roughness values vary spatially across the domain.

### 6.2 Performance Measurements

To evaluate the performance of the implemented solvers, we first examine the number of gigacells that can be processed per second. This quantity is computed by counting the number of wet cells that have been processed in one second of computational time. Thus, the quantity is independent of the actual number of time steps needed and provides a measure for the kernel performance. Figure III.13 shows how the performance decreases over time as the water spreads through the domain and the number of dry blocks decreases. The dashed lines show the percentage of the dry cells during the simulation. The HWP solver has smaller blocks, hence, it needs more blocks
Figure III.13: Estimated solver performance, measured in gigacells per second, for the Malpasset dam break scenario (solid lines). The dashed lines show the percentage of dry blocks within the simulation domain, which is different for KP and HWP.

than the KP solver to cover the same domain. This explains the difference in the percentage of dry cells in the graph. One can notice that, due to simpler computations, the KP solver can process more cells per second than the HWP solver. Later in the text, we will show that the KP solver has to process much more cells for real-world scenario modeling, since it requires more time steps to simulate the same duration in long simulation runs. In the end, this fact makes the HWP solver significantly more efficient.

Figure III.14: Overall GPU runtime of the implemented solvers for the simulation of 4000 seconds of the Malpasset dam break event, including the time distribution over five phases of a single computation iteration.

Figure III.14 displays the absolute GPU runtime of the solvers required to simulate the first 4000 seconds of the Malpasset dam break event. While the previous SMO implementation of the HWP scheme is obviously slower, the new shuffle-based approach for HWP exhibits clear improvements. Its running times are similar to those of the KP implementations. Even though the newly implemented SB solver for KP completes the 4000 seconds simulation slightly faster, the situation changes in real-world scenarios, where hours or days of flooding have to be simulated. The difference becomes dramatic when ensembles of such scenarios are used for uncertainty treatment.

In Figure III.14 we see that the computation times for the two KP solvers are only slightly different, while there is a significant difference for the HWP solvers. For the KP (SB) solver we cannot further improve the GPU utilization by reducing the shared memory footprint, since we are already limited by the number of registers per block, i.e., the GPU cannot launch more blocks.
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on a multiprocessor. However, the HWP (SMO) solver requires more shared memory than KP (SMO), and more synchronization barriers, which are responsible for the performance loss. The use of the shuffle instructions (SB) avoids the need for some of the synchronization barriers, since threads in the same warp are always executed in a synchronous way. Moreover, this leads to a reduced shared memory footprint, thus to improved GPU utilization and a high performance gain.

Figures III.15-III.16 show the computation time and the average number of time steps per second for the first 10000 seconds of the Malpasset dam break event. In Figure III.15, we see that the KP solver is faster for the first 5600 seconds. However, over time, it has to perform more and more time steps (Figure III.16). Thus, it requires more computation time than HWP as the simulation progresses.

![Figure III.15: Computation time of the two shuffle-based solvers for the simulation of 10000 seconds of the Malpasset dam break event. The red dot shows the intersection of the simulated and the computation time of the solvers.](image1)

![Figure III.16: Average number of time steps per second required by the two shuffle-based solvers for the simulation of 10000 seconds of the Malpasset dam break event.](image2)

We now show that for real-world simulations, our shuffle-based implementation of HWP out-performs KP, since it actually requires considerably fewer time steps to solve the same problem. As a test case, we use the overtopping of mobile flood protection walls in Cologne, Germany (Figure III.17b). Such overtopping happens when the water in the Rhine river raises above the level of 11.9 m, marked with a red line in Figure III.17a. A standard way to use uncertain overtopping predictions for action planning is to simulate ensembles of overtopping events. In our test case, we simulate an ensemble of 10 overtopping events corresponding to water levels from 11.95 m to 12.95 m, displayed by a set of hydrographs in Figure III.17a. The simulation domain of approximately 3.1 x 7.5 km is shown in Figure III.17c. The corresponding grid contained approximately
2.6 million cells of $3 \times 3$ m. For each ensemble member, we decided to simulate only the first 2 hours of overtopping, since the KP solver was too slow. In Figure III.17b,c, the expected building damage and water depths, aggregated over the whole ensemble, are displayed with colors. Figure III.18a shows the computation runtimes for each simulated scenario. These are measured for the SMO and SB implementations of the KP and HWP schemes. Clearly, the shuffle-based implementation of HWP exhibits the best performance, closely followed by the shared-memory-only implementation of the same scheme. Both implementations of KP turn out to be considerably slower. This is due to high velocities eventually generated at dry/wet boundaries and, consequently, smaller time step sizes. In turn, a larger number of smaller time steps imply more computation effort to advance the simulation up to the required model time. This computation overhead multiplies with the size of the ensemble. For illustration, we compare the number of time steps required by both schemes to simulate every scenario (Figure III.18b). Note that the number of time steps depends solely on the scheme and not on the implementation (SB or SMO), hence two groups of bar charts instead of four. As one can see in Figure III.18b, there is a large, sometimes up to an order of magnitude, difference between the numbers of time steps required by the two schemes, which proves our assertion.

To sum up, we discuss the main factors responsible for the differences in the number of time steps between the presented case studies. The first factor is the flow velocity. In case of the Malpasset dam break, the flow velocity is very high due to the high water level at the dam. At the beginning of the simulation, the error in the velocities along the dry/wet boundaries is negligible compared to the high flow velocity in the middle of the stream. As time advances, the reservoir is draining and the flow velocity decreases. This allows for a smaller number of time steps (see the first 1000 seconds in Figure III.16). However, for KP, the error is growing along the boundaries, causing an increase in the number of time steps again. In the Cologne case, the water depth is very shallow with low flow velocities, which means that the effects of the error...
accumulation along the dry/wet boundaries occurs sooner. The second factor is the resolution of the bathymetry. It is $3 \times 3$ meters in Cologne, which is $5 \times$ higher than in the Malpasset case, where we use a cell size of $15 \times 15$ meters. This increases the rate of the accumulation of the error, since the computation of the time step size depends not only on the maximum velocity but also on the grid resolution (III.8).

7 Conclusion

In recent years, a lot of effort has been made towards efficient GPU-based solvers for shallow water equations on Cartesian grids. However, their application to real-world scenarios is often plagued with significant slow-downs. This happens due to spurious high velocities generated by the corresponding numerical schemes at dry/wet boundaries. These high velocities sometimes lead to time steps so small that the simulation barely advances in time. Such slow-downs are unacceptable for real-world decision making in flood management, where large ensembles of flood scenarios have to be simulated to handle the prediction uncertainty. Keeping this problem in mind, we developed the HWP scheme [1] that stabilizes the velocities and increases the time step size but requires a more complex algorithm. It should also be noted that, even in shorter run times where KP outperforms HWP in runtime efficiency, the HWP scheme has a crucial advantage over KP: it produces simulations that are more physically consistent. For instance, it avoids the buildup of unrealistically high velocities close to boundaries, which actually ends up contributing to the loss of efficiency of KP for longer runs.

In this paper, we present a novel GPU-based implementation that fully reveals the potential of the HWP scheme. The implementation is optimized for the Kepler GPU architecture. In order to achieve high utilization, we exploit the capabilities of the shuffle instructions. Due to their warp-synchronous nature, we can share data between the threads and thus avoid explicit synchronizations. However, we have to re-organize data using the shared memory to be able to use them for the second dimension efficiently. As demonstrated by the evaluation, our shuffle-based implementation of HWP outperforms the existing alternatives significantly when applied to real-world scenarios. This allows for the use of the presented GPU solver for real-world decision making, where, for instance, imminent floods can be modeled and analyzed in time-critical situations. Moreover, it can be efficiently used for planning purposes where a large number of scenarios need
to be explored prior to any flood events.

Nevertheless, open questions remain, motivating further improvements. Reconstruction cases in the presented solver lead to a conditional branch divergence in the code. To avoid performance loss, these need to be carefully optimized. Furthermore, with the new Thrust library v1.8, which will support CUDA streams, we will be able to increase the GPU utilization. This will further reduce the overall simulation time. Another interesting direction for future work is to provide the solver with the support for adaptive grids for handling even larger simulation domains.
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Abstract

Two-dimensional shallow water schemes on Cartesian grids are amendable for graphics processing units and thus a convenient choice for fast flood simulations. A comparison of recent schemes and an exhaustive validation on important use cases is essential for developers and practitioners working with flood simulation tools. In this paper, we discuss three state-of-the-art shallow water schemes, one by Kurganov and Petrova (KP), its successor by Horváth et al. (HWP), and our two-dimensional extension of the scheme by Chen and Noelle (CN). We analyse the advantages and disadvantages of each scheme on an extensive list of scenarios including several analytical and laboratory cases as well as a representative set of three historical floods. To enable the real-world studies, we address the implementation of the required boundary conditions (BCs), such as wall BCs, discharge BCs and water level BCs. We observe that the KP and HWP schemes are more accurate than the CN scheme in low-resolution real-world cases. However, at higher resolution and at laboratory cases with curved walls they suffer from unphysical oscillations. Overall, good agreement is observed for all case studies rendering these shallow water schemes suitable for flood management applications.

1 Introduction

There is a high demand for appropriate simulation tools that are capable of providing accurate and fast predictions for flood management. In most flood simulation tools, such as HEC-RAS [110], TELEMAC [111] and Visdom [48, 112], the shallow water equations (SWEs) are the underlying model equations. They provide plausible and reliable results of water levels for events, such as river floods, dam breaks, levee breaches [15, 41, 63, 87, 108, 113]. The SWEs are based on the assumption that the horizontal length scale is large compared to the vertical length scale and they can be derived by depth-averaging the Navier-Stokes and the continuity equations [11].

A common numerical method for solving hyperbolic partial differential equations (PDEs), such as the homogeneous SWEs, is the finite volume method (FVM). A computational grid has to be chosen as a basis for the spatial discretization of the SWEs. Unstructured triangular meshes are able to incorporate complex geometries, however they require time-consuming mesh generation. In contrast, rectangular grids lack this pre-processing step at the expense of poor resolution of topographic features not aligned with the grid. However, one can improve Cartesian grids by incoporating additional techniques such as cut-cells [27, 114]. Still, the striking advantage of Cartesian grids is their suitability for straightforward parallelization on GPUs due to their simplicty [41, 115, 116]. The advent of GPU computing has reduced computation times by a factor of up to 100 compared to conventional models [115, 116, 117]. This speed-up in computation time does not only allow to increase the number of cells, it also decreases model uncertainties, as ensemble simulation becomes a viable option. Fast shallow water schemes can be proficiently applied to interactivly study the effects of protection measures to prevent flood damages [47].

Three state-of-the-art shallow water schemes, the scheme of Kurganov and Petrova (KP) [19], the scheme of Horváth et al. (HWP) [1], and the scheme of Chen and Noelle (CN) [118] are compared in this paper. The HWP scheme is a successor of the KP scheme, improving it at wet/dry fronts. The CN scheme is based on the hydrostatic reconstruction (HR) method introduced in [15]. An extension of the CN scheme to two dimensions is presented here. The advantages and disadvantages of the schemes are shown by simulating a comprehensive list of scenarios. We validate two analytic cases, a parabolic basin and a parabolic bump, and three laboratory cases, a U-shaped flume, a sine-generated flume, and a triangular hump. The first two laboratory cases mimic me-
andering rivers. The real-world validation cases used here have different terrain features, ranging from relatively flat lowlands to river valleys with highly varying bottom topography. We include the following real-world case studies: the Malpasset dam break in France from 1959, the 2011 Danube river flooding in the Lobau national park, and the 2013 Danube river flooding in the Wachau valley, both in Austria.

This paper goes beyond the existing literature by the following key points:

- Extension of the recent CN shallow-water scheme to two dimensions.
- Comparison of the KP, HWP and CN scheme regarding quality of simulation results and performance on real-world scenarios.
- Validation of the simulator on analytical and real-world (large-scale) cases including different boundary conditions.
- Practical implementation of flux boundaries in the case of walls, free outlets, and prescribed hydrographs, which do not need ghost cells in the numerical boundary treatment.

2 Related Work

Modern flood management tools require sufficiently accurate results while still being performant. We focus on schemes that combine accuracy, stability and efficiency at the same time. In order to satisfy these needs, the scheme should be able to handle dry and near dry states, and solve problems characterized by strong discontinuities, e.g., dam breaks. To simulate real-world floods over time periods of days, it is important for the solution to remain stable, e.g., the scheme should not produce spurious oscillations of the velocities. The scheme should be positivity-preserving, i.e., it should guarantee the non-negativity of the water depth. It should also be well-balanced, i.e., it should capture equilibria [17, 62, 63, 64, 101, 119, 120]. One simple steady state is the lake-at-rest equilibrium, which is a combination of still water and wet/dry boundaries. It is satisfied by most of the recently developed schemes [1, 15, 19, 121]. There exist also schemes that are even capable of preserving subsonic steady states [122] or achieving exact well-balancedness [123].

The basis for the KP and HWP schemes is a second-order scheme developed by Kurganov and Levy [18] on a regular grid. The scheme assumes a continuous bathymetry and uses a different reconstruction of the water surface in near dry areas than in the wet zones. The resulting scheme is not well-balanced and violates mass conservation. Furthermore, spurious waves may emerge in the shoal zones affecting the Courant-Friedrichs-Lewy (CFL) number [66] and finally restricting the time steps toward very small values. Kurganov and Petrova [19] improve the previous work by supporting a discontinuous bathymetry. They describe a reconstruction adjustment for the partially flooded cells, where values of the water depth become negative at the integration points. If the reconstructed water slope creates negative values at the integration points, they adjust the steepness of the slope so that the negative values become zero. Their correction solves the positivity problem by raising and lowering the water level at the left and right side of the cell according to the bathymetry function. This guarantees that all water heights are non-negative. However, at partially flooded cells, this can lead to large errors for small water heights, and the flow velocity will grow smoothly in these formerly dry areas. Another issue related to this modification is that the water climbs up on the shores at the dry/wet boundaries. Moreover, if a cell gets wet, it will almost never get completely dry again.

Bollermann [17] extends the Kurganov and Petrova [19] scheme and achieves well-balanced states in the partially flooded cells by constructing an alternative correction procedure, which is similar to the reconstruction used by Tai [71] to track fronts for granular avalanches. However, this modification is only introduced in one dimension and can lead to infinitely small time steps.
To overcome this time step limitation, Bollermann introduces a constraint on the time step, the so-called draining time technique [68]. This scheme is extended to two dimensions by Horváth et al. [1] and proved to be superior regarding performance than the original KP scheme [19]. This is achieved by removing the aforementioned defects at partially flooded cells.

The CN scheme [118], is based on the HR scheme of Audusse [15]. It uses a piecewise-constant bathymetry which leads to the known difficulty of discontinuous measures. The original HR scheme does not properly account for the acceleration of shallow water downhill flow [124]. Morales et al. [125] improve the existing HR scheme in the case of partially wet interfaces. In [118] a way to investigate and derive the two existing HR schemes by means of subcell reconstructions is presented. There exists also a second-order extension to the original HR scheme which is presented by Audusse and Bristeau [16].

3 Numerical Schemes

In this section we summarize the underlying numerical theory of the shallow water schemes that we compare and validate. The hyperbolic conservation law described by the two-dimensional shallow water equations of the Saint–Venant (SV) system can be written as:

\[
\begin{bmatrix}
    \frac{\partial h}{\partial t} + \frac{\partial (hu)}{\partial x} + \frac{\partial (hv)}{\partial y} \\
    \frac{\partial hu}{\partial t} + \frac{\partial (hu^2 + \frac{1}{2}gh^2)}{\partial x} + \frac{\partial (huv)}{\partial y} \\
    \frac{\partial hv}{\partial t} + \frac{\partial (huv)}{\partial x} + \frac{\partial (hv^2 + \frac{1}{2}gh^2)}{\partial y}
\end{bmatrix} = \begin{bmatrix}
    0 \\
    -ghB_x \\
    -ghB_y
\end{bmatrix} + \begin{bmatrix}
    0 \\
    -gu\sqrt{u^2 + v^2}/C^2 \\
    -gv\sqrt{u^2 + v^2}/C^2
\end{bmatrix}, \quad (IV.1)
\]

where \( h \) represents the water height, \( hu \) is the discharge along the \( x \)-axis, \( hv \) is the discharge along the \( y \)-axis (Figure IV.1a), \( u \) and \( v \) are the average flow velocities, \( g \) is the gravitational constant, \( B \) is the bathymetry (assumed to be time-independent), and \( C \) is the Chézy friction coefficient. Subscripts represent partial derivatives, i.e., \( U_t \) stands for \( \frac{\partial U}{\partial t} \).

Figure IV.1: Schematic view of a shallow water flow, definition of the variables, and flux computation. a) Continuous variables. b) The conserved variables \( U \) are discretized as cell averages \( \bar{U}_{j,k} \). The bathymetry function \( B \) is reconstructed at cell interface midpoints. c) Left- and right-sided point values are computed at cell interface midpoints. The red circle indicates that a negative water height is computed. Since water heights cannot be negative, they are corrected before the flux computation. d) Fluxes are computed using the HLL flux function at the cell interfaces.

In vector form the system can be written as:

\[
U_t + F(U, B)_x + G(U, B)_y = S_B(U, B) + S_f(U), \quad (IV.2)
\]

where \( U = [h, hu, hv] \) is the vector of conserved variables, \( F \) and \( G \) are flux functions. \( S_B \) stands for the bed slope term and models the fluid's acceleration due to the gravitational forces. \( S_f \) represents the bed friction source terms. To provide realistic water flow, a friction term is introduced in the laboratory and real-world scenarios.
Following [118], there are two important steady-state equilibria. First, the *still-water* equilibrium, i.e.,

\[ u, v = 0 \text{ and } w_x, w_y = 0, \tag{IV.3} \]

where \( w \) denotes the water level \( w = h + B \). Second, the *lake at rest* equilibrium, which includes dry shores, i.e.,

\[ hu, hv = 0 \text{ and } h \partial_x w, h \partial_y w = 0. \tag{IV.4} \]

If a numerical scheme is capable of balancing source and numerical flux terms for stationary solutions it is called well-balanced. All of the three presented schemes are well-balanced in the one-dimensional case, in the two-dimensional case only the HWP and the CN scheme are well-balanced.

### 3.1 Discretization

We choose a uniform grid \( x_i := i \Delta x \) and \( y_j := j \Delta y \), where \( \Delta x \) and \( \Delta y \) are the cell sizes. We denote by \( C_{j,k} \) the cell \( C_{j,k} := [x_{j-\frac{1}{2}}, x_{j+\frac{1}{2}}] \times [y_{k-\frac{1}{2}}, y_{k+\frac{1}{2}}] \). The SWE are discretized by the method of lines. For clarity of presentation we omit additional source terms besides the topography for now. The FVM is chosen for the spatial discretization on top of the uniform grid. An FVM discretizes the conserved variables \( U \) as cell averages, e.g., \( U_{j,k} \) for the finite volume \( C_{j,k} \). This yields a system of ordinary differential equations for the cell averages

\[
\frac{d}{dt} U_{j,k}(t) = - \frac{F_{j+\frac{1}{2},k}(t) - F_{j-\frac{1}{2},k}(t)}{\Delta x} - \frac{G_{j,k+\frac{1}{2}}(t) - G_{j,k-\frac{1}{2}}(t)}{\Delta y} + S_{j,k}(t), \tag{IV.5} \]

where \( F_{j+\frac{1}{2},k} \) and \( G_{j,k+\frac{1}{2}} \) are the discretized fluxes and \( S_{j,k} \) is an appropriate source term discretization. The interface fluxes are computed by the Harten-Lax-van Leer (HLL) flux [77]. The following steps are executed in an FVM:

- **Step 1:** Initialization/Update of the cell averages \( U_{j,k} \) for all interior cells by an ODE solver, see Figure IV.1b
-
- **Step 2:** Reconstruction of the interface values, see Figure IV.1c
- For partially wet cells a special reconstruction might be used
-
- **Step 3:** Computation of the interface fluxes with the HLL flux, see Figure IV.1d
- At boundary interfaces the fluxes are computed according to the boundary type

Step 4: Computation of the source terms

Not all of the sub-steps are required in each scheme. Step 1 is the same for all schemes and is either given by the initial condition or by the common time integration, as explained in detail after the spatial discretizations in Section 3.5. Steps 2-4 will guide us through the upcoming sections, as they are organized in sub-sections describing bathymetry reconstruction, point value reconstruction, special point value reconstruction in the case of wet/dry fronts, numerical fluxes and source terms.

### 3.2 The KP and HWP Scheme

#### Bathymetry Reconstruction

For the second-order schemes KP and HWP the original bathymetry \( \hat{b} \) is replaced with a piecewise bilinear approximation \( \hat{b}^{KP}(x,y) \), which is the same for the KP and HWP scheme, i.e. \( \hat{b}^{KP}(x,y) = \)
\( B^{\text{HWP}}(x, y) \). The original bathymetry values \( \hat{B}(x, y) \) are sampled at the cell vertices \( j \pm \frac{1}{2}, k \pm \frac{1}{2} \) to set up the continuous, piecewise bilinear approximation \( B^{\text{KP}}(x, y) \). Thus, the vertex values \( B^{\text{KP}}_{j \pm \frac{1}{2}, k \pm \frac{1}{2}} = \hat{B}_{j \pm \frac{1}{2}, k \pm \frac{1}{2}} \) of the cell \( C_{j,k} \) are then used to derive the reconstructed bathymetry values at the cell center:

\[
B^{\text{KP}}_{j,k} = \frac{1}{4} \left( B^{\text{KP}}_{j+\frac{1}{2}, k+\frac{1}{2}} + B^{\text{KP}}_{j-\frac{1}{2}, k+\frac{1}{2}} + B^{\text{KP}}_{j+\frac{1}{2}, k-\frac{1}{2}} + B^{\text{KP}}_{j-\frac{1}{2}, k-\frac{1}{2}} \right),
\]  

(IV.6)

which is also equal to the average value of \( B^{\text{KP}}(x, y) \) in the cell \( C_{j,k} \). The bathymetry \( B^{\text{KP}}(x, y) \) of each cell \( C_{j,k} \) is given by a bilinear form. For details see [19].

**Point Value Reconstruction**

For second-order accuracy, left- and right-sided point values have to be computed at the cell interface midpoints through slopes taking into account the neighbouring values. The left- and right-sided point values are given by \( U_{x,j}^{\text{P}} = U_{j,k} + \frac{\Delta x}{2}(U_x)_{j,k} \) and \( U_{y,j}^{\text{P}} = U_{j,k} + \frac{\Delta y}{2}(U_y)_{j,k} \). To suppress unphysical oscillations, a minmod-limiter is applied to the slopes [77]

\[
(U_x)_{j,k} = \text{minmod} \left( \frac{U_{j+1,k} - U_{j-1,k}}{2 \Delta x}, \frac{U_{j+1,k} - U_{j,k}}{\Delta x}, \frac{U_{j+1,k} - U_{j,k}}{\Delta x} \right),
\]  

\(
(U_y)_{j,k} = \text{minmod} \left( \frac{U_{j+1,k} - U_{j,k}}{2 \Delta y}, \frac{U_{j,k+1} - U_{j,k-1}}{\Delta y}, \frac{U_{j,k+1} - U_{j,k}}{\Delta y} \right),
\)  

(IV.7)

where \( \theta \) is a predefined parameter, set to 1.3 in our simulations.

**Special Reconstruction at Wet/Dry Fronts**

Special reconstruction methods are introduced to keep the scheme positivity-preserving and well-balanced in the case of wet/dry fronts in the KP and HWP scheme. The KP scheme violates the well-balancedness for partially wet cells. In the KP scheme, the velocities of “nearly dry” cells are reconstructed in a special way to avoid high velocities. Specifically, the velocities are desingularized according to

\[
u = \frac{\sqrt{2h(hu)}}{\sqrt{h^4 + \text{max}(h^4, \epsilon)}},
\]

(IV.8)

where \( \epsilon \) is a small apriori chosen positive number. This reconstruction has to be used cautiously and consistently in the code since the correction factor is below one for \( h^4 < \epsilon \). Thus, discharges computed by a reconstruction of the desingularized velocities \( u = u'(h, hu) \) and subsequent multiplication by \( h \) do not recover the original discharges, that is, \( h \cdot u \neq hu \). In our simulations we do not use the specified desingularization but a cut-off for the velocities in nearly dry regions.

Horváth et al. [1] propose a correction for partially wet cells to obtain a well-balanced reconstruction. In the HWP scheme, the slope is modified to avoid negative water heights at the almost dry cells, and a separation point is generated. The separation point is deduced from the intersection of intermediate horizontal water lines and the bathymetry. Another improvement of the HWP scheme is the positivity preserving time integration at partially flooded cells. This so-called draining time step technique is presented in [17] for the one-dimensional case and is extended to two dimensions in [1]. By considering the outgoing mass flux it is possible to determine a time step that keeps the cell dry after applying the time integration for this time step. To ensure well-balancedness, a splitting of the fluxes into gravitational and advective parts is necessary and a specialized time integration in the nearly dry cells is needed. Effectively, a slope hit by a wave can dry out if the source terms force the water back. In previous schemes, a small amount of water has to remain to avoid high velocities, which in turn may lead to slow simulations.
**Numerical Fluxes**

The discretized fluxes are obtained through an approximate Riemann solver, namely the HLL flux. The central-upwind flux function is a direct generalization of the HLL flux \([1]\). The interface point values are then used as Riemann states for the numerical fluxes

\[
F_{j + \frac{1}{2}, k} = \frac{a_{j + \frac{1}{2}, k}^+ F \left( U_{j + \frac{1}{2}, k}' B_{j + \frac{1}{2}, k} - a_{j + \frac{1}{2}, k}^- F \left( U_{j + \frac{1}{2}, k}' B_{j + \frac{1}{2}, k} \right) \right)}{a_{j + \frac{1}{2}, k}^+ - a_{j + \frac{1}{2}, k}^-}
\]

\[+ \frac{a_{j + \frac{1}{2}, k}^+ a_{j + \frac{1}{2}, k}^-}{a_{j + \frac{1}{2}, k}^+ - a_{j + \frac{1}{2}, k}^-} \left( U_{j + \frac{1}{2}, k}' - U_{j + \frac{1}{2}, k} \right),
\]

\[
G_{j, k + \frac{1}{2}} = \frac{b_{j, k + \frac{1}{2}}^+ G \left( U_{j, k + \frac{1}{2}}' B_{j, k + \frac{1}{2}} - b_{j, k + \frac{1}{2}}^- G \left( U_{j, k + \frac{1}{2}}' B_{j, k + \frac{1}{2}} \right) \right)}{b_{j, k + \frac{1}{2}}^+ - b_{j, k + \frac{1}{2}}^-}
\]

\[+ \frac{b_{j, k + \frac{1}{2}}^+ b_{j, k + \frac{1}{2}}^-}{b_{j, k + \frac{1}{2}}^+ - b_{j, k + \frac{1}{2}}^-} \left( U_{j, k + \frac{1}{2}}' - U_{j, k + \frac{1}{2}} \right),
\]

at the interface \(j + \frac{1}{2}, k\). The speed values \(a\) and \(b\) are functions of the eigenvalues \(\lambda\) of the Jacobian, i.e.

\[
a_{j + \frac{1}{2}, k}^+ = \max \left\{ \lambda_{j + \frac{1}{2}, k}', \lambda_{j + \frac{1}{2}, k}^- \right\}
\]

\[
= \max \left\{ u_{j + \frac{1}{2}, k}^- + \sqrt{g h_{j + \frac{1}{2}, k}'}, u_{j + \frac{1}{2}, k}^+ + \sqrt{g h_{j + \frac{1}{2}, k}'} \right\}.
\]

\[
a_{j + \frac{1}{2}, k}^- = \min \left\{ u_{j + \frac{1}{2}, k}^- - \sqrt{g h_{j + \frac{1}{2}, k}'}, u_{j + \frac{1}{2}, k}^+ - \sqrt{g h_{j + \frac{1}{2}, k}'} \right\}
\]

and analogously for \(b_{j + \frac{1}{2}, k}^+\).

**Source Terms**

For the KP and the HWP schemes the discretized source terms are \([18, 19]\)

\[
S_{j, k}^{\text{KP}(1)} := 0, \quad (IV.13)
\]

\[
S_{j, k}^{\text{KP}(2)} := -g h_{j, k} \frac{B_{j + \frac{1}{2}, k}^\text{KP} - B_{j - \frac{1}{2}, k}^\text{KP}}{\Delta x}, \quad (IV.14)
\]

\[
S_{j, k}^{\text{KP}(3)} := -g h_{j, k} \frac{B_{j, k + \frac{1}{2}}^\text{KP} - B_{j, k - \frac{1}{2}}^\text{KP}}{\Delta y}, \quad (IV.15)
\]

where we use the approximated bathymetry values at cell interface midpoints.

### 3.3 The CN Scheme

**Bathymetry Reconstruction**

In the CN scheme \([118]\), the bathymetry is given at the cell center \(B_{j, k}^{\text{CN}} = \tilde{B}(x_j, y_k)\). The interface bathymetry values are reconstructed from the bathymetry and the water levels of the adjacent...
cells as
\[
B_{j+1/2,k}^{\text{CN}} = \min \left( \max \left( B_{j-1/2,k}^{\text{CN}}, B_{j+1,k}^{\text{CN}} \right), \min \left( \phi_{j-1/2,k}, \phi_{j+1,k} \right) \right).
\] (IV.16)

This reconstruction is an extension of the original hydrostatic reconstruction, which featured only an upwind evaluation of the bottom [15]. Here we omit the time dependence of the water level \( \phi \), as we do in the following equations. Only the first maximum in (IV.16) can be precomputed for the whole simulation, the bathymetry interface values have to be reconstructed at each time step. The reconstructed bathymetry values are the same at the left and the right side of an interface.

**Point Value Reconstruction**

To achieve well-balancedness it is necessary to introduce a special reconstruction for the Riemann states which are fed into the approximate Riemann solver. The CN scheme defines the interface heights as
\[
\tilde{h}_{j+1/2,k} = \min (\phi_{j+1,k} - B_{j+1/2,k}^{\text{CN}}, \tilde{h}_{j,k}),
\]
\[
\tilde{h}_{j-1/2,k} = \min (\phi_{j-1,k} - B_{j-1/2,k}^{\text{CN}}, \tilde{h}_{j,k}),
\] (IV.17)
in \( x \)-direction and analogously in \( y \)-direction.

**Special Reconstruction at Wet/Dry Fronts**

No extra treatment for partially wet cells is needed for the CN scheme, since it is already included in the definition of the interface depths and the source term, see (IV.17) and (IV.19)-(IV.20).

**Numerical Fluxes**

The same flux as for the KP and HWP scheme is used, namely the HLL flux, see (IV.9).

**Source Terms**

The source terms in the CN scheme are given as
\[
S_{j,k}^{\text{CN}(1)} := 0,
\]
\[
S_{j,k}^{\text{CN}(2)} := S_{j-1/2,k}^{\text{CN}(2)} + S_{j+1/2,k}^{\text{CN}(2)}
= \frac{h_{j,k} + \tilde{h}_{j-1/2,k}}{2} B_{j-1/2,k}^{\text{CN}} - B_{j+1,k}^{\text{CN}},
\]
\[
= -\delta \frac{h_{j,k} + \tilde{h}_{j-1/2,k}}{2} \frac{B_{j-1/2,k}^{\text{CN}} - B_{j+1,k}^{\text{CN}}}{\Delta x},
\] (IV.19)
\[
S_{j,k}^{\text{CN}(3)} := S_{j-1/2,k}^{\text{CN}(3)} + S_{j+1/2,k}^{\text{CN}(3)}
= \frac{h_{j,k} + \tilde{h}_{j-1/2,k}}{2} B_{j-1/2,k}^{\text{CN}} - B_{j+1,k}^{\text{CN}},
\]
\[
= -\delta \frac{h_{j,k} + \tilde{h}_{j-1/2,k}}{2} \frac{B_{j-1/2,k}^{\text{CN}} - B_{j+1,k}^{\text{CN}}}{\Delta y},
\] (IV.20)
3.4 Differences Between the Three Schemes

We provide a quick summary about the differences regarding reconstruction, source terms, drying and order. We remark once more that there are essential differences in the three schemes regarding the reconstruction of the bathymetry and the interface values, and the source term treatment. The HWP and the KP scheme differ in the vicinity of nearly dry cells, as highlighted in the special reconstruction paragraph in Section 3.2. Equations (IV.16) to (IV.20) are the core of the differences between the CN and the KP and HWP schemes, besides the second-order accuracy.

The HWP scheme is capable of drying cells by limiting the time step of nearly dry cells. In the two other schemes, a thin water layer remains. The CN scheme has order 1, while the other two schemes have order 2. A second-order extension of the CN scheme would render the simulation results more comparable, but this is beyond the scope of this paper.

3.5 Time Integration

For all three schemes, an explicit Euler time integrator is used

\[ U_{j,k}^{n+1} = U_{j,k}^n - \Delta t \left( \frac{F^n_{j+\frac{1}{2},k} - F^n_{j-\frac{1}{2},k}}{\Delta x} - \Delta t \frac{G^n_{j,k+\frac{1}{2}} - G^n_{j,k-\frac{1}{2}}}{\Delta y} \right) + \Delta t S^n_{f,j,k}, \]

where quantities denoted by a superscript \( n \) depend on the last state \( U^n \). The CFL condition restricts the time step \( \Delta t = t_{n+1} - t_n \) and is given by

\[ \Delta t \leq \text{CFL} \cdot \min \left\{ \frac{\Delta x}{a}, \frac{\Delta y}{b} \right\}, \quad \text{(IV.21)} \]

where \( a \) and \( b \) represent the wave speeds at the interfaces parallel to the \( x \)- and \( y \)-axis. To ensure stability of a second-order (first-order) finite volume (FV) scheme, the CFL constant is not allowed to be greater than 0.25 (0.5) in the two-dimensional case.

3.6 Additional Source Terms

The friction term is included via an additional source term

\[ S_f(U) = -\frac{\gamma}{C^2} \begin{bmatrix} 0 \\ u \sqrt{u^2 + v^2} \\ v \sqrt{u^2 + v^2} \end{bmatrix}. \quad \text{(IV.22)} \]

For the Chézy friction \( C \), we use the relationship \( C = \frac{1}{n} h^{1/6} \), where \( n \) is Manning's roughness coefficient. It is evaluated in a semi-implicit manner described in [41]

\[ S_f(U_{j,k}^{n+1}) \approx U_{j,k}^{n+1} S_f(U_{j,k}^n), \quad S_f(U) = -\frac{\gamma}{C^2} \begin{bmatrix} 0 \\ 1/h \sqrt{u^2 + v^2} \\ 1/h \sqrt{u^2 + v^2} \end{bmatrix}, \quad \text{(IV.23)} \]

when integrating from time \( t_n \) to \( t_{n+1} \).

3.7 Boundary Treatment

For simulating floods, hydrograph data have to be prescribed at the inlets and outlets. Typically, hydrograph data consists of a time series of water levels and discharges, which are then prescribed
as discharge boundary conditions (BCs) and water level BCs. In urban regions, buildings and other structures can completely block water flow. Wall BCs are used to incorporate these fluid-solid interfaces. At the boundary of the computational domain, where the water flow has to be truncated artificially, free outflow BCs are prescribed. Thus, there are four important types of BCs needed in a simulation environment:

- Discharge
- Water level
- Walls
- Free outflow

Usually, hydrograph data are only available on one-dimensional lines, so there is a scalar value for the total discharge \( Q \) and/or a water level \( w \) for a cross-section. Thus, these lines have to be mapped onto the nearest connected path of grid interfaces. For discharge hydrographs some additional pre-processing is needed to compute the discharges at the rasterized interfaces of a specified cross-sectional hydrograph line. In this case, we assume a velocity vector \( \mathbf{u} = (u, v)^T \), that is normal to the cross-section and constant throughout this line. Then the normal interface discharges \( q_i \) are given by \( q_i = Q p_i \) where \( p_i \) is the percentage of the total discharge per interface. The percentage \( p_i \) depends on the cross-sectional area covered by water at this interface. In the simple case of a hydrograph line parallel to the \( y \)-axis

\[
q_i = A_i / A = h_i \Delta y / A,
\]  

(IV.24)

where \( A \) is the total cross-sectional area of water flow, since

\[
Q = \sum_i \bar{u} A_i = \bar{u} \sum_i h_i \Delta y =: \bar{u} A.
\]

If a hydrograph contains both discharge and water level, the water level is used to improve the percentages in the discharge hydrograph. The derived interface discharge \( q_i \) is then prescribed locally at each hydrograph interface.

In order to incorporate interface boundary data into the finite volume framework, we specify the flux at boundary interfaces, as required by (IV.5). Typically, the flux across an interface is computed by using the reconstructed point values from the left and right sides of the cell interface. Usually, this is done by extending the interior solution to derive conserved variables for the exterior cells of the domain according to the type of the BC.

This approach is termed the ghost cell method, since these cells only contribute via their reconstructed point values to the boundary flux, but are otherwise excluded from the regular solution update. If the ghost cell values are stored as conserved variables, an implementation issue arises if the cell is surrounded by regular cells. In this case, one has to store four different ghost states per cell accounting for each interface, therefore one is obliged to store these values in a special way. In our implementation, boundary data, such as affected interfaces, prescribed BC type and given values, is stored in a special datastructure.

Most BCs have a physical meaning regarding the boundary fluxes, thus in the FVM it seems natural to apply the BCs directly on the fluxes. Ghidaglia and Pascal [126] develop flux BCs to directly compute the normal flux at boundaries. In our simulations, the more flexible flux-based approach is employed. Summarizing, flux BCs are weakly prescribed BCs acting on the fluxes of boundary interfaces.

Care has to be taken to ensure well-posedness for the SWE boundary value problem. This can be understood through a linearized version of the SWE on a flat bottom, see [126, 127]. We are only allowed to set as many physical boundary conditions as there are incoming waves. A wave is
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called incoming if the associated eigenvalue of the Jacobian is smaller than zero. If the flow is in a subcritical state, two boundary conditions have to be applied at the upstream boundary and one at the downstream boundary. In this case, we prescribe the discharge in normal and tangential direction at the upstream and the water level at the downstream boundary.

For inflow boundaries with prescribed discharges we follow the approach of Pankratz et al. [70]. For the sake of brevity we only present derivations for an eastern interface with outer unit normal \( n = (1,0)^T \), thus \( \Phi := F(U_i)u_x + G(U_i)n_y = F(U_i) \). Fluxes for other interfaces can be derived analogously. To guarantee that the mass influx equals the prescribed discharge, the inflow boundary flux should satisfy \( F(\Phi) = q_g \). The approach is based on the solution of a linearized Riemann problem with prescribed interface discharges \((hu)_i = q_g \) and \((hv)_i = (hv)\). Since the tangential discharge is extended continuously and not set to zero, this type of BC is called free-slip. The linearization is chosen around the interior state. In this case, the boundary flux \( \Phi \) is given by

\[
\Phi = F(U_i) = \begin{pmatrix}
q_g \\
\frac{1}{2}gh^2 + \frac{q_g^2}{h_i} \\
q_gv_i
\end{pmatrix},
\]

where the interface state \( U_i = (h_i, hu_i, hv_i) \) is given by

\[
\begin{align*}
h_i &= h + \frac{q_g - (hu)}{u - \sqrt{gh}}, \\
(hu)_i &= q_g, \\
(hv)_i &= (hv).
\end{align*}
\]

We use the procedure of Ghidaglia and Pascal [126] to derive the boundary fluxes for specified water levels and walls and we explicitly state the fluxes applied at the boundary. The essential idea is to find a boundary flux \( \Phi := F(U_i) \) whose interface state \( U_i \) satisfies certain BCs based on numerical and physical grounds.

At a wall boundary, there is no discharge through the boundary interface, so the normal velocity vanishes at the interface, \( hu_i = 0 \). Thus, the boundary flux is given by

\[
\Phi = \begin{bmatrix}
0 \\
chu + \frac{1}{2}h^2 \\
0
\end{bmatrix}.
\]

This way mass conservation is ensured.

In a similar way, a boundary flux is deduced for a prescribed water depth \( h_1 = h_g \). In this case the boundary flux is given by [127]

\[
\Phi = \begin{bmatrix}
h_g u_i \\
h_g u_i + \frac{1}{2}h_g^2 \\
h_g u_i v
\end{bmatrix},
\]

(IV.25)

where

\[
h_g u_i = hu + \frac{u}{2c}(h^2 - h_g^2).
\]

Here, a free-slip condition is imposed on the tangential velocity \( v_i = v \) coming either from a physical condition if \( u > 0 \) or from a numerical condition if \( u \leq 0 \).

The above BCs are derived for subcritical inflow. If an inflow is supercritical, all waves are incoming and we set \( \Phi = F(U_i) = F(U_g) \), where \( U_g \) is a given state vector. If an outflow is supercritical, we set \( \Phi = F(U_i) = F(U) \), where \( U \) are the conserved variables from the interior cell.
At the outflows where usually no data are available, so we use an extension by continuity. The boundary flux is $\Phi = F(U_1) = F(U)$, where $U_1$ is the zero-order extension of the interior state $U$. This yields the same BC as if the outflow was supercritical. These BCs are also called open BCs, since these boundaries do not generate any incoming waves.

## 4 Validation

In this section, we present multiple analytical, laboratory and real-world validation cases. For all three numerical schemes, the simulated results are compared against analytic or measured data. In the following plots, we abbreviate the analytical solution as AN and measured data as ME.

### 4.1 Analytical Test Cases

First, we discuss the two analytical cases for which no friction is assumed.

**Parabolic Basin**

The parabolic basin is a classical test case for validation. There is an analytical solution of Thacker [84]. It describes time-dependent oscillations of a planar water surface in a parabolic basin.

It is widely used for comparing different numerical schemes [86, 87, 88, 113]. Recently, Sampson et al. [88] extended the solution of Thacker to support bed friction. However, their solution is limited to one dimension. In this two-dimensional case, we use the same setup as Holdahl et al. [89], where the bathymetry is given by:

$$B(x, y) = D_0 \left( \frac{x^2 + y^2}{L^2} - 1 \right),$$

where $L = 2500$ m, $D_0 = 1$ m. The water surface elevation and the velocities are given by:

$$w(x, y) = \frac{2AD_0}{L^2} (x \cos \omega t + y \sin \omega t + LB_0),$$

$$u(x, y) = -A \omega \sin \omega t,$$

$$v(x, y) = A \omega \cos \omega t,$$

$$\omega = \sqrt{\frac{2D_0}{L^2}},$$

where we choose $A = L/2$, $B_0 = -A/2L$, and the gravitational constant $g = 1$ m/s$^2$ for our simulations. Then we have:

$$w(x, y) = \frac{D_0}{L} (x \cos \omega t + y \sin \omega t + LB_0)$$

and $\omega^2 = 3.2 \times 10^{-6}$ s$^{-2}$.

We show simulation results for two resolutions and two snapshots in time for a one-dimensional slice in x-dimension in the middle of the computational domain at times $t = 2788$ s (Figure IV.2a, IV.3a) and $t = 5566$ s (Figure IV.2b, IV.3b). We plot water levels $\psi_{j,k}$ and velocity magnitudes $|\vec{u}|$ at cell centers, which are the average values.

Both the KP and the HWP schemes capture well the water levels of the analytical solution. However, along the wet/dry boundaries velocity errors accumulate. This behaviour can be found
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Figure IV.2: Water level and velocity profiles of the parabolic basin with a high resolution of 80 m at a) 2788 s and b) 5556 s. a) All three schemes accumulate errors along the wet/dry boundary. b) The CN scheme performs rather poorly at this later stage due to the diffusive nature of first-order schemes, as can be seen by the overall loss of kinetic energy in the velocity.

In many schemes [19, 89], and is difficult to avoid. The superiority of the second-order schemes KP and HWP at low resolutions (80 m) can be clearly seen in Figure IV.2. They capture both the water levels and the velocities accurately away from the wet/dry boundary. The CN scheme performs rather poorly for the low resolution at the later stage (Figure IV.2b), due to the diffusive nature of first-order schemes. However, at a finer resolution (20 m), the CN scheme improves significantly (Figure IV.3). At small cell sizes, the HWP scheme produces flickering water levels and velocities as can be seen in Figure IV.3b).

Parabolic Bump

This section is devoted to multiple steady state test cases with a parabolic bump to test different flow regimes and transitions between them in a quasi one-dimensional way. The scenario is set up analogously to Audusse et al. [16, 128] and is originally from Goutal et al. [129]. The analytical solutions for the steady states can be derived using the Bernoulli relation, see [128, 130]. The bathymetry is given by:

\[
B(x, y) = \begin{cases} 
0.2 - 0.05(x - 10)^2 & \text{if } 8 < x < 12, \\
0 & \text{else,}
\end{cases}
\]

for a domain of length \( L = 20.2 \text{ m} \) and a width of 4 metres (Figure IV.4). Since in this setup all cells are always flooded, the HWP and the CN schemes effectively fall back to their predecessors, the KP and the HR schemes of Audusse, respectively. The cell size is set to 0.2 m resulting in 101 cells.
in x-direction. We compare three flow regimes, subcritical flow, transcritical flow without shock, and transcritical flow with shock.

![Figure IV.3: Water level and velocity profiles of the parabolic basin with a high resolution of 20 m at a) 2788 s and b) 5556 s. b) The zoom shows that the HWP scheme produces flickering water levels and velocities. The CN scheme improves notably for the smaller cell size.](image)

In the case of subcritical flow, one boundary condition has to be specified at the inflow $x = -L/2$ and one at the outflow $x = L/2$. The water depth is given by:

$$h^3 + \left( B - \frac{q}{2gh_c} - h_E \right) h^2 + \frac{q^2}{2g} = 0, \quad \forall (x, y) \in [-L/2, L/2] \times [0, 2],$$

where $h_E = h(L/2, 0) = w_0 = 2$ m, the water depth at the east outflow boundary. The discharge in this case is specified as $q_W = 4.42 \text{ m}^2/\text{s}$ at the inflow boundary. Figure IV.5a shows the results for this case.

In the case of a transcritical flow without shock, there is a transition from a subcritical flow regime to a supercritical flow regime. The water depth has to fulfill:

$$h^3 + \left( B - \frac{q}{2gh_c} - h_c - B_M \right) h^2 + \frac{q^2}{2g} = 0, \quad \forall (x, y) \in [-L/2, L/2] \times [0, 2],$$

where $B_M = \max_{x \in [0, L]} B$ is the maximum bathymetry elevation and $h_c$ is the corresponding water depth. The discharge is specified as $q_W = 1.53 \text{ m}^2/\text{s}$. As long as the flow is subcritical we set $w_E$...
Figure IV.5: Water level and velocity profiles of the parabolic bump. a) Subcritical flow case. b) Transcritical flow. c) Transcritical flow with a jump case. All schemes can detect the correct jump location. The CN scheme overestimates the water level at the discharge inflow. The CN scheme produces a small water level overshoot at the beginning of the bump.

to the initial water level $w_0 = h_0 + B = 0.66$ m. The simulation is initialized with a hydrostatic equilibrium $q_0 = 0$ m$^2$/s. Figure IV.5b shows the results for this case.

In the case of a transcritical flow with shock, commonly termed hydraulic jump in hydrodynamics, there is an abrupt rise in water levels, which occurs at the transition from a supercritical flow regime to a subcritical flow regime. We have to divide the domain into two domains where the solution is again regular. The water depths at the left and at the right of the jump are given by $h_1 = h(x_5^-)$ and $h_2 = h(x_5^+)$. The jump location $x_5$ can then be determined with the help of the
4. Validation

Rankine-Hugoniot condition [79]:

\[ q^2 \left( \frac{1}{h_1} - \frac{1}{h_2} \right) + \frac{g}{2} \left( \frac{h_1^2 - h_2^2}{h_1} \right) = 0. \]

The water depth is given by the two equations:

\[ h^3 + \left( B - \frac{q}{2gh_c} - h_c - B_M \right) h^2 + \frac{q^2}{2g} = 0, \quad \forall x \in [0, x_S], \]

\[ h^3 + \left( B - \frac{q}{2gh_E} - h_E \right) h^2 + \frac{q^2}{2g} = 0, \quad \forall x \in [x_S, L], \]

where \( B_M = \max_{x \in [0, L]} B \). These equations were solved numerically and plotted alongside the solutions of the schemes in Figure IV.5c. Boundary and initial conditions are \( w_E = h_E = 0.33 \text{m} \) at the outflow, \( q = q_W = 0.18 \text{ m}^2/\text{s} \) at the inflow and the initial state is \( q_0 = 0 \text{ m}^2/\text{s} \) and \( w_0 = 0.33 \text{m} \), respectively. The schemes are able to detect the correct jump location and can resolve the regime change. The water level at the inflow is slightly off in the case of the first-order CN scheme, as already reported for the original HR scheme [16].

4.2 Laboratory Test Cases

In this section, we discuss three laboratory cases (U-shaped flume, sine-generated flume, dam break over a triangular hump) and compare the simulation results against data measured in controlled environments.

U-Shaped Flume

In order to test the model’s capability to simulate the flow in meandering channels, a verification was conducted first for a U-shaped 180° channel. This test case is based on the laboratory experiment of [131]. The layout of the physical model is shown in Figure IV.6. Experimental data are taken from NCCHE [132], who in turn digitized the tables of de Vriend [131]. Measurements were made at several cross sections (C3-C24) along the flume.

![Figure IV.6: A schematic view of the U-shaped flume with its geometrical parameters and the selected cross sections C6, C12, C18.](image)

A discharge of 0.18 m³/s is prescribed at the inflow boundary and a constant water elevation of 0.1875 m at the outflow. Wall boundary conditions are applied along the rasterized flume.
walls. Manning’s roughness is uniformly set to 0.0001 m$^{1/3}$/s. The simulations are stopped and visualized after 300 s, where the CN scheme reaches a steady state (Figure IV.7).

**Figure IV.7:** Water level and velocity profiles for the U-shaped flume at different cross sections. The x-axis corresponds to the cross-sectional position from the inner bank to the outer bank. The second-order schemes KP and HWP are oscillating and are not reaching a steady state, in contrast to the CN scheme.

In curved channels, the water surface elevation at the outer bank side is higher than the one along the inner bank due to the centrifugal force. The second-order schemes KP and HWP do not reach a steady state due to their oscillating nature. A comparison of computed and measured free surface elevations and depth-averaged velocities for the selected cross sections C6, C12 and C18 are shown in Figure IV.7a, IV.7b and IV.7c, respectively. There are some sources of discrepancies between the measured and the simulated data. First, we use a regular grid, where the cells are not aligned to follow the curvature of the flume and its walls. Second, in curved channels, there are distinctive characteristics that are completely three dimensional such as secondary currents, which cannot be covered by a depth-averaged model.
Sine-Generated Flume

Another idealized form of meandering channels are sine-generated flumes. This experiment was conducted at the Laboratório Nacional de Engenharia Civil (LNEC), Lisbon. The data are taken from [133]. For the 30° channel there is a conserved discharge of $Q = 0.0021 \text{ m}^3/\text{s}$. The discharge is set as an inflow BC at $x = 0.1 \text{ m}$ and a constant water level of $0.3 \text{ m}$ is maintained at the outflow at $x = 6.2 \text{ m}$. The flume is 40 cm wide, and the river line of one meander is 2.964 m long (Figure IV.8). The simulation domain size is chosen to $6.4 \text{ m} \times 1.2 \text{ m}$ with a uniform cell length of $0.0025 \text{ m}$. Manning’s roughness is uniformly set to $0.0044 \text{ m}^{1/3}/\text{s}$. We compare the results after 100 s for the cross sections $5_1, 5_2, 5_3$ in Figure IV.9.

![Figure IV.8: A schematic view of the sine-generated flume and selected cross sections: 5_1, 5_2, 5_3.](image)

The discrepancies found for the U-shaped flume also hold in this case. Similarly, the HWP and KP schemes do not converge to a steady state as there are unphysical oscillations. Setting the minmod parameter to a lower value has a positive effect, however, even a minmod parameter of 1 does not remove the oscillations completely. All schemes capture the higher velocities at the inner banks, but the second-order schemes resolve the boundary layer more accurately (right plots in Figure IV.9). The inner banks correspond to the origins in the plots in Figure IV.9. As in the previous cases, the first-order scheme overestimates the water levels at the discharge inflow, causing the water levels to decrease along the flume, see cross sections $5_1$ and $5_3$ in Figure IV.9a, Figure IV.9c.
Figure IV.9: Water level and velocity profiles for the sine-generated flume at cross sections $S_1, S_2, S_3$. The x-axis corresponds to the cross-sectional position from the inner bank to the outer bank as marked in the schematic view. The second-order schemes KP and HWP resolve the boundary layer better than the CN scheme.
**Dam-Break over a Triangular Hump**

A dam-break wave generated in a laboratory experiment conducted at the Hydraulic Research Laboratory, Châtelet, is simulated. The schematic layout of the experiment is shown in Figure IV.10. The experimental data used for validation are from Liang [87]. The water of a reservoir is suddenly unleashed by an instantaneous removal of the gate. This generates a dam-break wave, which then hits a triangular hump. The water levels are collected at seven gauge points in the downstream region.

![Figure IV.10: A schematic view of the triangular hump.](image)

A uniform Manning coefficient is used, i.e., $n = 0.0125 \, \text{m}^{1/3} / \text{s}$ [87]. The lateral boundaries are slippy solid walls, and the downstream boundary condition is set to free outflow. The cell length is 0.01 m. The left plots of Figure IV.11 show the water level time series at four gauging points: G4, G10, G13 and G20. Overall, the three schemes produce very similar results, all of them capturing the measured data well, in particular the wave arrival times at the gauging locations. However, the water depths are overestimated at the downstream side of the obstacle [134, 135, 136]. The simulation results are in good agreement with the results of Singh et al. [136].
Figure IV.13: Water level (left) and velocity (right) time series for the triangular hump at gauging locations a) G4, b) G10, c) G13, and d) G20. All three schemes capture the data well, except for gauging point G20.
4.3 Real-World Test Cases

All real-world simulations were performed on GPUs. The implementation of our simulation system on the GPU uses the CUDA programming model on top of a NVIDIA Kepler architecture [115].

Malpasset

The Malpasset dam break event of 1959 was largely investigated in the past years [41, 109, 136]. The dam failed explosively and gave rise to a 40 meters high flooding wave. Our validation is based on the dataset available from the TELEMAC samples [106]. The original dataset consists of 104,000 unstructured points. Our simulation grid contains $1149 \times 612$ cells, each cell of the size of $15 \times 15$ m$^2$. We use a uniform Manning coefficient $n = 0.033$ m$^{1/3}$/s corresponding to weedy, stony earth channels and floodplains with pasture and farmland. We simulate the first 4000 seconds of the dam break, and compare the results with laboratory experiments on a 1:4000 scale model [107, 108]. In these experiments, researchers have recorded wave front arrival times [107] and maximum water elevations [108] at 14 gauge locations (S1-S14). Our verification uses only locations S6-S14, since no data are available for the other gauge locations. The surveyed arrival times are determined based on the shut down of the voltage transformers at the historical flood event (Figure IV.12). The exact arrival times of the flood wave front are unknown, and the measurements are affected by uncertainties, e.g., the rupture time of the dam.

![Figure IV.12: Malpasset Dam Break, France. Water extent 4000 seconds after the dam break. Labels show the nine gauge locations (S6-S14) of the laboratory experiments and the three voltage transformers (A-C) in the real world.](image)

Figures IV.13 show our simulation results compared to the physical data acquired by the laboratory model. Overall, there is good agreement with the measurements. Small discrepancies between the scale model and the numerical results were also reported in other studies [41, 109, 120], and our results are consistent with these. In case of the CN scheme, the wave arrivals at the 9 gauge locations are more delayed compared to the KP and HWP schemes (Figure IV.13b). The reason for this is the first order accuracy of the CN scheme which dissipates the wave energy faster than the second order schemes. On the other hand, the CN scheme provides better results for the voltage transformer wave arrival times (Figure IV.13c). The KP and HWP schemes produce quite similar results regarding arrival times and maximum water levels.
Figure IV.13: Malpasset Dam Break, France. a) Maximum water elevations at the gauge locations (S6-S14). b) Wave arrival times at the gauge locations (S6-S14). c) Wave front arrival times at the three voltage transformers (1-3).

Lobau

This case study involves the Lobau area, which is the alluvial backwater and floodplain of the Donau-Auen National Park in Austria. It extends on the left bank of the river Danube from river kilometer (rmk) 1918 to rmk 1908 downstream of the city of Vienna. If the water level in the Danube rises, water flows from the river into the floodplain, causing regular flooding events. The size of the area is 1474 ha and it consists of floodplain forests and surface water bodies. Even though this is a rural area and does not contain any buildings, it is challenging to perform simulations for this region, since it has a very complex bathymetry (lots of small channels and steep slopes). We reconstructed the flooding of January 2011, and simulated the first for 4 days. The Lobau can only be flooded through a small weir, the Schönauer Schlitz. The inflow and gauging locations are shown in Figure IV.14 along with initial state, the simulated water extent at peak discharge and at the final time.

Water level and discharge values for the Schönauer Schlitz are visualized in Figure IV.15a, which are used to prescribe the inflow conditions from the Danube into the Lobau. The size of the simulation domain is approximately 7.5 x 5 km² and the cell size was set to 4 x 4 m². Water level time series at three gauging locations are compared against the measured values in Figure IV.15b-d, where day zero on the x-axis corresponds to 13 January 2011, 12 am.

We can see that all three schemes have difficulties predicting the correct arrival times at the two inner gauging locations PD.LP16 and PD.LP18. A non-uniform distribution of the Manning roughness coefficient is used based on the land use. These roughness values are not calibrated and the exact initial state before the flooding is unknown, which may explain the deviations from the observations. The water levels of the HWP and KP scheme are very similar, this might be due...
Figure IV.14: Lobau, Donau-Auen National Park, Austria. The colored labels show the location of the inflow at the Schönauer Schlitz (lower right) and the three gauging locations PD.LP1, PD.LP16 and PD.LP18. a) Initial state. b) Water extent at the peak discharge after 2 days simulated by the CN scheme. c) Simulated water extent after 4 days simulated by the CN scheme.
Figure IV.15: Lobau, Donau-Auen National Park, Austria. a) Prescribed inflow boundary conditions data at the Schönauer Schlitz. b-d) Water level time series for the Lobau at different gauging locations.

to the fact that the desingularization originally proposed for the KP scheme has been omitted. Both of them produce a higher maximum water level at PD.LP16 and PD.LP18 and the flood wave is faster than that of the CN scheme (Figure IV.15c,d).

Wachau

The Wachau valley is located in Lower Austria. It was carved out by the Danube over thousands of years. It features a riverine landscape with a settled flood plain bounded by steep slopes. This case study aims to reproduce the 100-year Danube river flood of 2013 [137]. The focus lies on the correct prediction of water levels along the river. This case also emphasizes the proper setting of in- and outflow conditions at the upstream and downstream boundaries of the simulated reach of the Danube. Numerical difficulties may arise due to the complex topography. Measured data are available for four gauging locations along the river, namely near Stein-Krems (rkM 2002,7), Loiben (rkM 2005,99), Dürnstein (rkM 2009,15) and Kienstock (rkM 2015,21) (Figure IV.16).

The dataset of Kienstock and Stein-Krems is used to prescribe the upstream and the downstream boundary conditions, respectively. At the upstream boundary we use a discharge hydrograph with water level information and at the downstream we use only water levels (Figure IV.17a). Roughness values were set according to land-use data. We simulated 14 days, starting on 30 May 2013 at 5 pm with a prefilled moving-water steady state. Simulations were performed using two different mesh sizes, a coarse grid with a cell length of 12 m and a finer grid with a cell length of 3 m. The simulation results for the coarse grid are presented in Figure IV.17b,c. The CN scheme overestimates the water levels by about 1m. The second-order schemes capture the water levels more accurately with the HWP performing better than the KP scheme. On the finer grid, the
Figure IV.16: Wachau, Austria. The colored labels show the upstream (Kienstock/grey) and the downstream (Stein Krems/orange) boundary locations and the 2 gauging locations (Dürnstein/blue, Loiben/red). a) Initial state. b) Water extent at the peak discharge after 6.5 days simulated by the CN scheme. c) Water extent after 14 days simulated by the CN scheme.
Figure IV.17: Wachau, Austria. a) Water level (W) and discharge (D) data for the upstream (Kienstock) and downstream (Stein Krems) boundary conditions. b,c) Measured and simulated water level time series at the gauging locations using 12 × 12 m² cells. The second-order schemes KP and HWP match the measured water level time series quite well, although all of the schemes overestimate the water levels, particularly the CN scheme. d,e) Measured and simulated water level time series at the gauging locations using 3 × 3 m² cells. The second-order schemes KP and HWP produce spurious oscillations at these small cell sizes. The CN scheme benefits from the small cell size and simulates water levels close to the measurements.

Second-order schemes KP and HWP produce spurious oscillations, which slow down the simulations dramatically. In this case, we applied a velocity limitation to 15 m/s. The results are shown in Figure IV.17d,e. Of course, the accuracy of the schemes needs to be considered in the context of the accuracy of the water level and discharge measurements used as boundary conditions [138].
5 Conclusion and Future Work

In this paper, we compare three numerical schemes for the shallow water equationss by extensive simulations for various study cases. The three schemes (KP, HWP, and CN) are well-balanced state-of-the-art schemes, chosen because of their suitability for fast flood simulations on GPUs. The comparison focuses on the prediction of flood wave arrival times and water level series, since they are especially relevant for decision makers. The simulation results revealed that each of the schemes has its strengths and weaknesses. For large cell sizes the validation case studies showed that the second-order schemes, the KP and HWP schemes, perform better in real-world scenarios, as the water levels are closer to the measurements. For smaller cell sizes, which capture the topography more accurately, non-physical oscillations occur in both of them. Oscillations hinder the schemes in reaching steady states in the U-shaped and sine-generated flume case studies, where high mesh resolutions are needed to resolve the curved wall boundaries. The oscillatory behaviour in the real-world cases is a real drawback of the second-order schemes. In contrast, the CN scheme provides smooth solutions without oscillations even in the case of a high mesh resolution. But the first-order CN scheme can not predict the water levels to the same accuracy as the second-order schemes. This is particularly true for large cell sizes. The CN scheme overestimates water levels in river scenarios, especially near the upstream discharge boundaries. Overall, there is good agreement between the simulated and measured values, suggesting that the simulator can be used for flood management purposes.

Future research should bring together the advantages of the CN scheme and the second-order schemes. Specifically, the stability, robustness, and speed of the CN scheme should be maintained while gaining second-order accuracy. A possible remedy in the case of curved walls might be so-called cut-cells, which allow the inclusion of curved and non-aligned lines into regular grids, or, improved wall boundary conditions. Furthermore, hydraulic structures, such as dikes, embankments, weirs, etc. should be integrated into the simulation framework. Another active research topic is spatio-temporal adaptivity, which facilitates fast and accurate simulations in the case of large domains with complex geometries.
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Chapter V

Conclusions and Outlook
1 Summary

The overall goal of this thesis is to develop and implement a robust shallow water equations (SWE) scheme capable to simulate large-scale real-world floods on high resolution meshes. In order to do so, the implementation is done using the latest technologies in parallel algorithms and graphics processing units (GPUs). Flood simulation systems are usually tailored to solve a specific problem, scenario or they are simply too slow. These properties make them unacceptable for real-world decision making in flood management, where large ensembles of flood scenarios have to be simulated to handle the prediction uncertainty. The simulation system needs to be capable of adapting to various scenarios, since real-world applications differ case-by-case. In this work we address these issues by delivering a solution which involves the development of a new two-dimensional SWE scheme, its parallel implementation on GPUs and validation on multiple cases.

In recent years, a lot of effort has been made towards efficient GPU-based solvers for shallow water equations. However, their application to real-world scenarios is often plagued with significant slow-downs. This happens due to numerical instabilities, like spurious high velocities generated at dry/wet boundaries. Such slow-downs are unacceptable for real-world decision making in flood management, where large ensembles of flood scenarios have to be simulated to handle the prediction uncertainty. Keeping this problem in mind, we developed the HWP scheme, which is presented in Chapter II. The new scheme improves the accuracy of the solution along the dry/wet boundaries which results in stabilized velocities and increased time step sizes. This is achieved by applying a new reconstruction for the free surface which not only ensures well-balanced state and positive water height, but tackles also the non-physical velocities that appear in the partially flooded cells. To guarantee mass conservation an additional step to the global time step (GTS) computation is needed. For each partially flooded cell's interface which is in the state of draining, a special time step is computed, called the draining time step (DTS). The DTS is used to determine the time needed to completely drain a cell. When advancing the solution in time the smallest of the GTS and DTS is taken, to make sure the mass remains conserved.

Since the new reconstruction technique requires a more complex algorithm and involves many additional computations, it represents an extra burden on the GPU. The new technique increases the usage of GPU resources such as shared memory and register space. Due to the extra work load, it limits the occupancy and utilization of the device. A possible way how to tackle this is presented in Chapter III. With the new shuffle instructions, first time introduced in GPUs based on the Kepler architecture, one can decrease the burden on the limited resources by exchanging data directly between threads without the need for shared memory. By using the new HWP scheme and the shuffle instructions along with a profiler-driven development and design, we successfully outperform the previous KP scheme in large-scale simulations. Moreover, the HWP scheme avoids the build-up of unrealistically high velocities close to the dry/wet boundaries, which actually end up contributing to the loss of efficiency for the KP scheme. The timings of the presented ensemble simulations suggest that even multiple scenarios can be explored prior to the predicted flooding event. The algorithms from Chapter III can be transferred to other parallel platforms and architectures that allow programmers to directly share data between threads using registers or shared (L2) memory, e.g., OpenCL has support for shuffle instructions similarly to the CUDA API.

Finally, in Chapter IV a comprehensive comparison and validation of multiple shallow water schemes is presented, on analytic, laboratory and real-world cases. We compare the HWP scheme with the KP scheme and with the first-order CN scheme. In the comparisons, we focus on the prediction of the wave arrival times and the water levels, since they are of key importance for decision makers. In Chapter IV, we discuss also all boundary conditions (BCs) used in the validation cases, such as, up- and downstream BCs, wall BCs used for buildings and flood protection walls. The presented validation cases reveal both strengths and weaknesses of the investigated schemes. The results of the real-world cases show that the second-order schemes, KP and HWP,
provide better estimations of the measured values. However, for smaller cell sizes non-physical oscillations occur in both of them. The same oscillations also happen in the U-shaped and sine-generated flume case studies, where high mesh resolutions are needed to resolve the curved wall boundaries, preventing the schemes to reach a steady state. The exact mechanism leading to these oscillations, as well as their dependency on the mesh size are still to be investigated. In contrast, the CN scheme provides smooth solutions without oscillations even in the case of a high mesh resolution. Nevertheless, the first-order CN scheme cannot predict the measured values with the same accuracy as the KP and HWP schemes. Taking all into account, the simulation results are in good agreement with the measured values. Hence they can provide decision makers with useful information for real-world flood management and for creating action plans.

2 Future Works

Future studies should focus on improving the accuracy, robustness and performance of the presented solutions. Possible future works involve second-order extension of the CN scheme while maintaining its stability and speed. In order to allow for proper modelling of rivers floods, modelling of hydraulic structures, like dikes, embankments, weirs, should be integrated into the simulations. In addition, for more robust modelling of urban floods, surface water simulation with coupled sewer simulations are needed. Another issue to be addressed is a more accurate handling of curved and non-aligned lines, where the cut-cells method [28, 114] could provide a remedy. Furthermore, spatio-temporal adaptivity is also an active research topic both from a numerical and a GPU implementation point of view [24, 26, 43]. Incorporating anisotropic porosity [139, 140] into the system might give an additional speed-up which would be beneficial in creation of fast estimates. Anisotropic porosity accounts for sub-grid scale effects and allows for faster simulations on coarser grids while maintaining an acceptable accuracy in comparison with higher resolution grids. This is a useful feature to deliver less accurate but fast estimations of flood scenarios.

In summary, we foresee an exciting and challenging future for flood simulations, combined with GPUs and hardware-adapted parallel algorithms for faster and more accurate decision making.
Bibliography


[53] Clint Dawson and Christopher M Mirabito. The shallow water equations. Lecture slides from the Institute for Computational Engineering and Sciences, University of Texas at Austin, USA, 2008.


[121] Emmanuel Audusse, Christophe Chalons, and Philippe Ung. A simple well-balanced and positive numerical scheme for the shallow-water system. *Communications in Mathematical Sciences*, January 2015.


